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PREFACE

This publication is a compilation of the papers prepared for the Space
Shuttle Technical Conference held at the NASA Lyndon B. Johnson Space
Center, Houston, Texas, June 28-30, 1983. The purpose of this conference
was to provide an archival publication for the retrospective presentation
and documentation of the key scientific and engineering achievements of the
Space Shuttle Program following the attainment of full operational status by
the National Space Transportation System.

To provide technical disciplinary focus, the conference was organized around
10 technical topic areas: (1) Integrated Avionics, (2) Guidance,
Navigation, and Control, (3) Aerodynamics, (4) Structures, (5) Life Support,
Environmental Control, and Crew Station, (6) Ground Operations, (7)
Propulsion and Power, (8) Communications and Tracking, (9) Mechanisms and
Mechanical Systems, and (10) Thermal and Contamination Environments and
Protection Systems.

The papers in each technical topic which were presented over the 3-day
conference period provide a historical overview of the key technical
problems and challenges which were met and overcome during the development
phase of the Space Shuttle Program. Taken as a whole, these papers provide
a valuable archival reference to the magnitude and scope of this major
national achievement.

Because of the Tlarge volume of material prepared for the conference, this
publication is divided into two parts.

This publication was prepared through the efforts of the staff of the
Technical Information Branch, Management Services Division, Johnson Space
Center.
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FOREWORD

The achievement of operational status of the National Space Transportation
System represented a historic accomplishment for the National Aeronautics
and Space Administration (NASA), its contractors, and for the United States.
To recognize this accomplishment, NASA organized a technical conference fo-
cusing on the design and development phase of the Space Shuttle Program.

The purpose of the conference was to permit a presentation by key members of
the NASA-Industry-Department of Defense team of the outstanding achievements
of the program. Toward this end, the conference theme "The Space Shuttle
Program: From Challenge to Achievement" was selected.

To provide a comprehensive and balanced program for the conference, the Con-
ference Organizing Committee selected 10 broad, technical topic areas for
which papers were invited from individuals who played key technical roles in
the success of the design and development program. An extraordinarily fine
selection of 91 papers was submitted for the conference representing the
contributions of 6 NASA field centers, the Department of Defense, 2 univer-
sities, and 27 industrial organizations. Over the 3-day period of June 28-
30, 1983, these papers were presented at the Lyndon B. Johnson Space Center
in a format of multiple, parallel technical sessions, fully satisfying the
"Achievement" portion of the conference theme.

The "Challenge" aspect of the conference theme was provided by Lieutenant
General James A. Abrahamson, NASA Associate Administrator for Space Flight,
who presented the conference keynote address; and by Dr. Maxime A. Faget,
President of Space Industries Incorporated and former Director of Engineer-
ing and Development at the Johnson Space Center, who organized and moderated
the discussions of a panel of distinguished government and industry execu-
tives who presided over the early days of the program. Excellent retrospec-
tive presentations were also made by Dr. Glynn S. Lunney, Manager of the Na-
tional Space Transportation System Program, and by Donald K. (Deke) Slayton,
President and Vice Chairman of Space Services Ihcorporated of America and
former NASA astronaut and management official. The complementary combina-
tion of technical papers, addresses, and panel discussions provided a satis-
fying, synergistic package for the more than 1200 conference attendees.

As former Manager of the Orbiter Project, it was my privilege to serve as
General Chairman of the Space Shuttle Technical Conference and to recognize
and honor the team of men and women responsible for this historic accom-
plishment.

I am grateful for the help and support of the other members of the Con-
ference Organizing Committee: Elwood W. Land, Jr. (NASA Headquarters);
James E. Kingsbury (Marshall Space Flight Center); and Peter A. Minderman
(Kennedy Space Center); and to Norman H. Chaffee (Johnson Space Center) who
served as Conference Arrangements Chairman.

Aaron Cohen
General Chairman
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PROPULSION AND POWER SYSTEMS PERSPECTIVE

Joseph G. Thibodaux, Jr.*
NASA Lyndon B. Johnson Space Center
Houston, Texas 77058

The Space Shuttle has its roots in a number of studies and programs dating back to the early
1940's. The first of these was the A-10, a V-2 derivative proposed as a winged hypersonic glide
bomber capable of reaching the east coast of the United States when launched from Germany. After
World War II, similar studies were conducted in the United States as secret Air Force programs named
ROBO and Brass Bell. These studies evolved into the Dynasoar program of the mid 1950's. Dynasoar
went through various phases and missions. By 1957, Dynasoar was proposed as a manned orbiting vehi-
cle capable of reuse after landing. A conference of National Advisory Committee for Aeronautics
(NACA) experts in all of the aeronautical research disciplines was convened at the NACA Ames Research
Laboratory in October 1957 to review the feasibility of such a program. This group concluded that al-
though there were many difficult engineering research and development problems to be solved, there
were no fundamental reasons why such a vehicle could not be successfully developed. Dynasoar, for
various reasons, was not immediately funded. It was later revived on a smaller scale and then can-

celed.

The NASA manned and unmanned space program had its beginnings at that conference even though
NASA was not formed until a year later. There were serious discussions between various factions at
the conference on the desirability of basing a manned orbital vehicle on the supersonic and hyper-
sonic research airplane technology being developed at Edwards Air Force Base or on ballistic missile
launch vehicle and reentry technology. There were also serious discussions about starting an all-
solid-propellant launch vehicle to compete with the Vanguard Program.

The ballistic missile Taunch vehicle and reentry technology approach was studied in detail by a
small group of engineers at the Pilotless Aircraft Research Division of the NACA Langley Research Cen-
ter for the year following the conference. The same group did detailed studies and planning on a
four-stage solid-propellant vehicle capable of placing small satellites in orbit. These studies were
thorough enough to become the basis for Project Mercury and the Scout missile with the creation of
NASA in October 1958. Project Mercury was successful, cost effective, and completed on a relatively
short schedule because it bypassed all of the different engineering research and development problems
associated with Dynasoar and utilized existing ballistic missile Taunch vehicle and reentry technol-
ogy. The Scout program was successful because it was based on 15 years of small solid-propellant
launch vehicle technology developed at Wallops Island.

Unmanned space operations used liquid-propellant Taunch vehicles such as Redstone, Thor, Atlas,
and Titan, and their uprated derivatives. These launch vehicles had been rendered surplus by the in-
troduction of smaller solid-propellant systems such as Pershing, Polaris, and Minuteman. The smaller
solid-propellant systems were not capable of launching large satellites or manned vehicles into
orbit. The number of surplus large liquid-propellant launch vehicles was limited, and there were no
active production Tines or programs to replace them. The Saturn V production line was shut down
before completion of the Apollo Program. In the early 1970's, the future of manned and unmanned
space programs looked bleak.

While the Apollo Program was winding down, some of the same engineers who started Project
Mercury along with veterans of Mercury, Gemini, and Apollo missions began an in-house study of a reus-
able manned operational vehicle which could handle ail the foreseen manned and unmanned space launch
requirements. The vehicle was, in essence, a large upgraded version of Dynasoar with a different
mission. Many things had happened since the Dynasoar proposal of 1957. Mercury, Gemini, Saturn,
Apollo, X-15, manned reentry body research programs, and new ballistic missile systems had spawned
advances in structures, materials, fabrication, processing, propulsion, aerodynamics, avionics,
communications, guidance and navigation, and other technologies not available to Dynasoar in 1957. A
reusable spacecraft did not seem so difficult any more. The initial reaction was to recover every-
thing possible and to design both the booster and the orbiter around existing Saturn-Apollo technol-
ogy. The vehicle was sized to accommodate the largest existing known payloads of the time.

Evolution from the original vehicle size and configuration to the present Shuttle was not easy.
The number of different concepts, configurations, designs, payload weights and volumes, and opera-
tional requirements was unlimited, and everyone in the government and industry aerospace business had
a legitimate reason for wanting a specific vehicle size and configuration to be selected. There were
serious differences in philosophy regarding the cost effectiveness of using existing technology as
opposed to tying the success of the program to promising, new, sophisticated but unproven technology.

*Retired.
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Propulsion and power subsystems usually constitute 85 to 90 percent of the weight and volume of
the entire system and have a profound effect on the overall launch vehicle size and configuration.
Programmatic requirements and factors also have a significant effect on the overall propulsion system
design and configuration. Some of these factors and requirements are shown in figure 1. The program
requirements will generally be responsible for sizing the propulsion and power systems and establish-
ing minimum system requirements. The program factors affect the selection of the configuration and
have a strong influence on component design. The interaction between these factors is so complex
that it defies any logical explanation or comment, and the success of the Shuttle is the result of
hundreds of wise technical and management decisions that would have challenged Solomon.

When the Shuttle requirements were better defined and management decisions were made concern-
ing the relative importance of some of the factors, the process of selecting one of the various
configurations, design concepts, and system components from the many available options was started.
Some of the more serious configuration options are presented in figure 2. Each of these was the sub-
Ject of extensive contractor and government studies. The configuration option selected is enclosed
by a rectangle.

Single stage to orbit is the goal or ideal of every space vehicle designer. Unfortunately, ex-
tremely low structural and subsystem weight fractions are required to keep the vehicle size manage-
able, and predictable high propulsion system performance is required. Very small percentage of
weight growth or reduction in propulsion system performance in the course of vehicle development
could result in negative payload margins. Commitment to a single-stage-to-orbit concept did not ap-
pear worth the risk. The integral propellant tank would result in a very large orbiter, and there
was no experience in recovery of eggshell tanks reentering from orbital activities over a dispersed
area. A recoverable drop-tank option is a possibility for future operations.

. When boosting an aerodynamic vehicle with a large 1ifting surface in one plane, tandem booster
arrangements produce extremely high structural bending loads and high control-moment requirements.
Experience in launching many airplane configurations at Wallops Island in the 1950's showed that
piggyback arrangements with parallel staging could alleviate this problem. Parallel staging of small
solid-propellant launch vehicles was also developed at Wallops Island in the 1950's and successfully
applied to the Delta and Titan programs on a much larger scale. An asymmetric piggyback configura-
tion with large 1ifting surfaces in one plane and dual propulsion systems located above and below the
center of gravity having different and varying thrust levels with large shifts in the vertical center
of gravity is a control system nightmare.

A serious proposal was made to Tocate the Space Shuttle main engines (SSME's) aft on the exter-
nal tank and to transport the engines into an empty payload bay using permanently attached mechanical
arms. Such an arrangement could, it was reasoned, more easily track the center of gravity shifts as
propellant was expended, reduce the overall required control authority, and possibly use a fixed-
nozzle solid rocket booster (SRB).

PROGRAM REQUIREMENTS ® NUMBER OF STAGES

¢ EAVEGR D WHIaiT o SINGLE STAGE TO ORBIT
@ PAYLOAD VOLUME ® IWE
@ ORBIT ALTITUDE AND INCLINATION ® PROPELLANT TANK
® ON ORBIT OPERATIONS e INTEGRAL WITH ORBITER

PROGRAM FACTORS o [EXTERNAL - NON-RECOVERABLE]
o TRt ER S e EXTERNAL - RECOVERABLE
@ REUSABILITY AND REFURBISHMENT @ BOOSTER ORBITER ARRANGEMENT
@ MAINTAINABILITY e TANDEM STAGING
® GROUND OPERATIONS o [PARALLEL STAGING (PIGGYBACK)|
® TURNAROUND @ ORBITER MAIN ENGINE LOCATION
® PRODUCTION COSTS By s 1
® OPERATIONS COST
® MANUFACTURING, TEST AND LAUNCH SITEs  ® AFT ON EXTERNAL TANK (SWING ENGINE)
® SCHEDULE FIGURE 2.- CONFIGURATION OPTIONS.

FIGURE 1.- PROGRAM REQUIREMENTS AND PROGRAM
FACTORS.
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Many of the reasonable propulsion and power system options considered are presented in figures

3 to 8 without comment. The selected options generally used existing military or Saturn-Apollo tech-
nology except where these systems would not permit reuse or where the system or component performance
could not be easily upgraded to Shuttle requirements. Some of the reasons which led to selection of
a specific design or concept and factors which contributed to successful development and operation of
the system in a cost-effective manner are discussed in other papers in this session. Each reader can
determine whether he thinks the selected approaches were cost effective and were indeed the best
choice. No justification for the choices is necessary as the success of the program to date provides
confirmation that options selected are adequate.

Some of the work is still unfinished. The Shuttle must yet demonstrate the originally ad-
vertised payload capability and turnaround time. Costs per Taunch must be reduced. There is Tit-
tle or no growth available in the existing propulsion and power systems without major redesign.
There are, however, many system design features to take care of problems with Tow probability of oc-
currence and areas of excessive redundancy and design margins which have been incorporated into the
program at the expense of payloads.

For the first time, there will be a small fleet of operational vehicles which will fly many mis-
sions and provide the necessary operational experience and a data base to eliminate the difference be-
tween real and imagined performance and design requirements. The existence of this data base alone
should result in substantial increases in payload capability. This data base will also provide infor-
mation to eliminate unnecessary design complexity, design margins, redundancy, and excessive estimate
of propellant requirements for enhanced versions of the Shuttle and future space transportation

systems.

@ LIQUID PROPELLANT ® TVC
e NONE
* LOX-H2 e LIQUID INJECTION
* LOX-HYDROCARBON o [GIMBALLED NOZZLE]
e EARTH STORABLE
& FIVBAEY  REUBABLE @ THRUST TERMINATION
e BIG DUMB BOOSTER :
@ [SOLID PROPELLANT .
» NONRECOVERABLE ® PROPELLA
*[RECOVERABLE *[PBAA
T e HTPB
« MONOLITHIC e OTHER
* ISEGMENTED FIGURE 3.- CONCLUDED
. [METAL
- FILAMENT WOUND
FIGURE 3.- BOOSTER OPTIONS.
@ ORBITER MAIN ENGINE (SSME) ® MOUNTING
° J-2,J2-S e INTEGRAL WITH VEHICLE
e NEW HIGH PRESSURE GAS GENERATOR o [EXTERNAL POD MOUNT]
: [HIGH P:ESSURE STAGED COMBUSTION] o BROPE BN itk
AEROSPIKE o GRAVITY-THRUST SETTLING
@ ORBITAL MANEUVERING ENGINE o [CAPILLARY SCREENS)]
e RL-10
e LOX-HYDROCARBON FIGURE 5.- ORBITER MANEUVERING SYSTEM OPTIONS.
o [EARTH STORABLE
- COOLING
e ABLATION
o REGENERATIVE
- FEED SYSTEM
o [PRESSURE FED
e PUMP FED

FIGURE 4.- ORBITER PROPULSION OPTIONS.
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® PROPELLANT (1) HYDROGEN-OXYGEN

e GASEOUS O2-Ha2 (2) EARTH STORABLE BIPROPELLANT

e LOX-LH2 (3) LOX-HYDROCARBON

® LOX-HYDROCARBON (4) MONOPROPELLANT)]

o [EARTH STORABLE]

e MONOPROPELLANT ® POWER (SPEED) CONTROL

(1) PRESSURE MODULATION

@® INSTALLATION

o FIXED (2) [PULSE MODULATION]

o [REMOVABLE POD OR MODULE] ® PYROTECHNIC SYSTEMS
® TANKS ® NO

e BLADDERS °

e OTHER POSITIVE DISPLACEMENT

o [CAPILLARY SCREENS)| FIGURE 7.- AUXILIARY POWER UNIT OPTIONS.
® VALVES

e SOLENOID

o [LINE PRESSURE ACTUATED|

FIGURE 6.- REACTION CONTROL SYSTEM OPTIONS.

(1) TURBINE - ALTERNATOR
(2) BATTERIES
(3) [FUEL CELLS

- |[BASIC
- ACIDIC

(4) SOLAR CELLS

® REACTANT STORAGE SYSTEM
® [SUPERCRITICAL STORAGE]|
e SUBCRITICAL STORAGE

FIGURE 8.- ELECTRICAL POWER OPTIONS.

Another reason for presenting the various propulsion and power system options without comment is
that the issues are not yet settled. In the past years, numerous studies of enhanced or next genera-
tion space transportation systems were based on many of the options originally rejected, as well as
on such new propulsion concepts as the dual fueled engine. Remembering that it was 15 years between
the Dynasoar of 1957 and the Shuttle, and that 10 years have already elapsed since the Shuttle design
concepts converged, it is not unreasonable to assume that new information or technology is or will be
available which would result in selection of an entirely new concept or design, or one originally
rejected, when future Space Transportation System (STS) programs are undertaken. The propulsion and
power systems used technology from Department of Defense (DOD) programs, Saturn, Apollo, and some
developed concurrently with the Shuttle. The success of the Shuttle program to date speaks for it-
self. Unfortunately, with the introduction of solid-propellant rockets into the ballistic missile
program, recent emphasis on cruise missiles, and assignment of responsibility for all space transpor-
tation to NASA, DOD is no longer funding the large liquid-propellant technology programs which have
benefited NASA in the past.

Lack of funding of new technology, cancellation of old launch vehicle programs, and no new
production in sight threatens the existence of old Tine companies capable of developing and man-
ufacturing the propulsion systems required for future space transportation systems. If new tech-
nology programs with substantial funding are not forthcoming soon, there may not be a single
surviving company capable of conducting new technology and development and production programs
required to support the Space Transportation System. The responsibility is now NASA's and the
future of propulsion and power technology rests solely in the hands of NASA management.
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ABSTRACT

The integration of some of the unique design features of the Shuttle elements into a cryogenic
propellant management system is described. The implementation and verification of the design/opera-
tional changes resulting from design deficiencies and/or element incompatibilities encountered subse-
quent to the critical design reviews are emphasized. Major topics include subsystem designs to provide
liquid oxygen (LO2) tank pressure stabilization, LOp facility vent for ice prevention, liquid hydrogen
(LH2) feedline high point bleed, pogo suppression on the Space Shuttle Main Engine (SSME), LO2 low
level cutoff, Orbiter/engine propellant dump, and LO» main feedline helium injection for geyser
prevention.

INTRODUCTION

America's Space Shuttle program challenged the cryogenic propulsion disciplines to extend the
single launch Saturn-Apollo technology into a multilaunch space vehicle. Some of the parametric
studies that were conducted to define the features of a reusable cryogenic propulsion system are
summarized in reference 1. The design of each Space Shuttle element (SSME, Orbiter, External Tank
(ET), and ground support facilities) was influenced by the reusability requirements and by the program
goal of low cost per flight. The design and development of the ET cryogenic components and subsystems
are presented in references 2, 3, and 4. The challenge to the engineers/designers of the Cryogenic
Propellant Management System was to assure functional and operational compatibility of the interfacing
elements. A primary emphasis was to resolve design deficiencies or to implement requirement changes
encountered in the development process. The implementation of many of the changes encountered was
accomplished by (1) utilizing software and control functions in lieu of hardware redesign and (2)
extending the function of existing components. These approaches were selected in order to minimize
impact to the program schedule and the cost objectives.

CRYOGENIC PROPELLANT MANAGEMENT OVERVIEW

The design and operation of the Cryogenic Propellant Management System are to provide LO2 and LH2
propellants at conditions that are compatible with the requirements/capabilities of the interfacing
subsystem. The facility and vehicle propellant conditions are controlled during the prelaunch opera-
tions to preclude undefined loads from being imposed on the elements and to assure that the engine
prestart requirements are achieved. Ascent performance requires that (1) the nominal usable propellant
mass be 1,345,000 pounds * 0.5% of LO» and 225,000 pounds * 0.65% of LH2 and (2) the residual propel-
lants in the Orbiter and engine be dumped after SSME cutoff.

The LH» propellant delivery system shown in Figure 1 consists of main tankage with level control
sensors and dual-function vent/relief valve, an internal "siphon" feedline, ET/Orbiter disconnect,
Orbiter manifold and feedlines to the three SSME's, fill and drain line, LH7 recirculation and hiah
point bleed subsystem, and the SSME's. Propellant is loaded at high flow rates through the fill and
drain Tine which connects the LH2 ground servicing facility to the manifold. The low flow rates for
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topping and replenish are routed from the fill and drain line through the recirculation return line to
the LHy tank, bypassing the Orbiter/ET feedline. The SSME LH2 preconditioning is accomplished by
recirculation pumps mounted on the Orbiter manifold. Each pump forces LHp around the prevalve, through
the feedline and engine. Downstream of the engine, the recirculation flow joins the replenish flow in
the recirculation return line. The recirculation pumps are powered by electric motors operated with
ground power, since their function is completed prior to lift-off.

LH2 1iquid Tevel control during replenish utilizes the duty cycle (percent-wet) of the ET point
(warm wire) sensors as the input to the facility Launch Processor System (LPS). The LPS adjusts the
position of a ground control valve to provide makeup fluid to compensate for boiloff losses. This
system maintains the propellant level within * 2 inches (+ 0.1%) of the desired level. The balance of
the loading accuracy error budget is allocated to propellant density and ET dimensional uncertainties.

The LOp propellant delivery system shown in Figure 2 consists of main tankage with level control
sensors and dual-function vent/relief valve, ET feedline (with accompanying antigeyser line on vehicles
1-4), ET/Orbiter disconnect, Orbiter manifold and feedlines to each of the three SSME's, and the SSME's
which contain the L0, bleed system and pogo suppressor system. LO2 is loaded through the fill and
drain line which connects the manifold to the LO2 ground servicing facility. During periods of low
flow rate into the ET (slow fill to 2%, topping from 98 to 100%, and replenish at 100%), subcooled
liquid is maintained in the LO2 main feedline by using the thermal pumping of the 4-inch diameter anti-
geyser Tine to circulate 1iquid from the tank down the main feedline and back up the antigeyser line.
Subcooled 1iquid in the ET's main feedline is essential to preclude LO2 geysering (the formation of
gaseous oxygen (GO2) vapor pockets in the feedline which expand rapidly, expelling liquid from the
feedline into the tank, leading to a sudden and damaging refill "water-hammer"). Helium is injected
into the aft elbow of the antigeyser line to assure flow circulation. Throughout the loading and
replenish operations, LO2 is bled through the SSME turbopumps and then overboard through the engine/
Orbiter bleed system.

L0 1iquid level control during replenish is similar to LHz level control. The LO, replenish
system must make up the boiloff lTosses and provide the bleed flow required for SSME thermal condition-
ing. The LOp level is maintained within £ 3 inches (+ 0.15%) of the desired level. The balance of the
loading accuracy error budget is allocated to propellant density and ET dimensional uncertainties.

DEVELOPMENT AND INTEGRATION OF DESIGN

An integrated system approach to the development and operation of the Cryogenic Propellant Manage-
ment System is illustrated by Figure 3, which contains subsystem requirements that were changed subse-
quent to element critical design reviews (CDR's). These requirement changes were the most cost
effective/timely solutions to problems or element incompatibilities encountered during the development
process. The subsystem designs to provide LO2 tank pressure stabilization, LOp facility vent for ice
prevention, LHp feedline high point bleed, pogo suppression on the SSME, LO2 low level cutoff,
Orbiter/engine propellant dump, and LO2 main feedline helium injection for geyser prevention will be
discussed.

LO2 TANK PRESSURE STABILIZATION

A design goal of the ET program was a free-standing unpressurized structure. However, the for-
ward ogive of the LOp tank of the ground vibration test article buckled while being filled with 1iquid.
Subsequent analyses and testing of the structural test article defined a pressure requirement of 1.7
psig to preclude buckling of the forward ogive for 1liquid levels above 2%. The methods to satisfy the
pressure requirement without major impact on other subsystems were developed on the Main Propulsion
Test Article (MPTA), a flight hardware test facility used to verify the performance of the integrated
cryogenic propulsion system. The initial approach to meet the pressure requirement was based on
increasing the vent flow resistance with a corresponding increase in ullage pressure and liquid satura-
tion temperature. A 2.75-inch diameter orifice in each of the two 5.5-inch diameter vent ducts (down-
stream of the vent/relief valve) maintained the ullage pressure above 1.7 psig when the tank was loaded
at approximately 5000 gallons-per-minute. The orifices would not maintain adequate tank pressure
during replenish or fill at KSC flow rates of 1400 gpm. Therefore, the ET vent valve capability to
control ullage pressure during loading and replenish was evaluated.

The use of the vent/relief valve for pressure control was complicated by the design that placed
the valve control functions on the facility. However, tank pressure control by vent valve cycling was
accomplished by experimentally determining acceptable control 1imits and modifying the LPS software to
provide the valve control functions. Narrow range pressure transducers were added to the tank and
used by LPS to determine when to close the valve. During loading, LPS closes the valve at 2.2 psig
and opens the valve at 8 psig. The 2.2 psig limit accounts for system reaction time and instrumentation
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errors such that the minimum ullage pressure is > 1.7 psig. The 8 psig upper 1imit allows time for the
LPS to identify a valve failed closed and then perform alternate procedures which will maintain the
ullage pressure below 17 psig, the maximum pressure that would not put a pressure cycle on the tank.
During replenish, the valve is closed at 2.2 psig and opened 3 minutes later. The time Timit ensures
consistency of cycles for any replenish flow rate. The lightweight tank (LWT) design (ET-7 and subs)
includes additional structure (250 pounds) to eliminate the pressure stabilization requirements for
levels above 98%.

The vent valve cycling to provide tank pressure stabilization makes the ground control function
critical for structural integrity. The LPS monitoring, control logic, and corrective actions must be
able to compensate for component failures and off-nominal operating conditions. In addition to
increasing the quantity and criticality of the software, two design changes were required. Specifically,
the helium vent valve closure actuation flow was separated from the helium injection flow to the anti-
geyser line (originally the design had helium inject off whenever the vent valve was actuated closed),
and the gaseous nitrogen (GN») auxiliary pressurization flow rate was increased so that the auxiliary
system could maintain the u1%age pressure during an emergency drain with the vent valve failed open.

LOp FACILITY VENT FOR ICE PREVENTION

The ET LO2 tank and protuberances were uninsulated in the initial design concept. During the
development of the Orbiter reentry thermal protection system, it became apparent that ice/frost falling
off the ET due to 1ift-off vibrations could damage the tiles and endanger the Orbiter during reentry.
The requirement to eliminate ice/frost formation on the ET was imposed just prior to the CDR. The
design changes incorporated to satisfy this requirement included: (1) ground controlled, heated purges
for the intertank compartment, nose cone cavity, and pressurization lines; (2) insulation on the ET
acreage and small protuberances; and (3) electrical heaters under insulation on large protuberances.
The addition of insulation to the LO2 tank reduced the heat input to the cryogen such that one of the
two vent valves was eliminated from each tank.

A test program to assess the effectiveness of ET design changes for ice/frost prevention deter-
mined that the GO2 vent Touvers would accumulate ice. The resulting requirement to preclude ice/frost
on vent louvers was unique, i.e., prior launch vehicles exhausted GO directly into the atmosphere.
Modifications to provide a hard disconnect umbilical for the GO2 vent similar to that used for gaseous
hydrogen (GH2) would have been extensive. Therefore, a facility GO2 vent hood was selected to remove
the vent gases from the tank with an inflatable dock seal (Figure 4§ to provide a soft "footprint" on
the ET insulation surface.

The vent hood has a dock seal for each of the vent louvers. These seals are attached in a |
retractable vent hood tip assembly mounted on a service arm off the launch pad fixed service structure.
The dock seals are inflatable Herculite cloth with an LO2 compatible beta cloth liner. The dock seals
are inflated to 0.5 psig and are used to duct the vent gases from the Touvers to a pair of exhaust
ducts that remove the gases from the immediate vicinity of the LO2 tank. A GN» purge in the vent hood
volume, external to the dock seals, eliminates the accumulation of hazardous gases. A separate GNp
flow purge (25 1b/min) through the dock seals provides thermal conditioning of the flexible material,
thus ensuring no leakage under the dock seal "footprint" on the tank surface.

The design verification testing of this system, presented in reference 5, utilized a complete LO2
tank vent system and nose cone assembly to assure realistic system performance. The test conditions
for tank pressures, vent temperatures, and flow rates were derived from the MPTA. The LOp tank
pressure range during operation varied from 22 to 2.2 psig with vent temperatures ranging from ambient
to -220°F. Subsequent to a dock seal failure during the initial test series, testing revealed velocity
pressures resulting from the nonsymmetrical flow downstream of the 2.75-inch orifices in the vent mani-
fold. Experimental evaluation of the tank vent system showed that the 2.75-inch orifices in the two
ET vent ducts should be removed and the vent valve stroke changed from 2.6 to 1.1 inches. These
changes substantially reduced velocity pressures at the Touvers as shown in Figure 5. Testing with two
pairs of service arm ducts (12-in 0D X 62-ft long and 24-in OD X 27-ft long) showed that duct size was
a significant factor in reducing the pressure spike in the dock seal plenum when the vent valve was
opened, i.e., the forces required for acceleration of the residual gases in the facility ducts produced
substantial pressures in the dock seal plenums. The 24-inch diameter by 27-foot long ducts were
selected for the Pad 39A launch facility.

The changes to the tank vent system and facility ducting, in conjunction with component optimiza- |
tions, i.e., bungie sizes, dock seal sizes, and internal pressure, resulted in a functional LOp vent |
hood system that prevents ice accumulation on the LO2 tank due to GOz venting. The design also pro-
vides reconnect capability to the tank if required by a countdown recycle and minimizes possible
damage to the tank insulation. The dock seals are deflated prior to service arm retraction and the
bungie cords retract the seals from the tank surface approximately 2 1/2 minutes prior to launch. If
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reconnect of the vent hood to the tank is required, the service arm is moved back over the tank, the
vent hood is lowered, and the dock seals are inflated.

LH2 FEEDLINE HIGH POINT BLEED SYSTEM

The LHy propellant feed system of the Shuttle elements (Figure 1) resulted in an inverted U-tube
design that traps the warmer propellant flowing upwards from the tank bottom and collects it at the
high point of the Orbiter 17-inch feedline. Integrated system analysis showed that the stratified fuel
would vaporize, forming a large pocket of hydrogen vapor in the feedline during tank replenish. This
vapor volume would grow, cavitating the recirculation pumps and resulting in cessation of engine
thermal conditioning and violation of the SSME start requirement. Analysis indicated that the
hydrogen bubble in the feedline would not recondense during tank prepressurization, resulting in bubble
ingestion by the SSME's during start or mainstage operation with potentially catastrophic results.
Therefore, a high point bleed system was added to prevent vapor accumulation in the hydrogen feed
manifold.

The system consists of a 3/4-inch insulated 1ine connected to the Orbiter disconnect with a high
point bleed valve approximately 2 feet downstream of the inlet and a disconnect valve at the Orbiter/
facility interface. An orifice in the facility 1ine Timited the bleed flow rate. Extensive high
point bleed system testing on MPTA resulted in removal of the flow-limiting orifice in the facility.
Bleedline performance was sensitive to the facility vent line back-pressure due to the low pressure
head available (2.8 psi) to expel the hydrogen vapor. Therefore, a separate facility vent line was
provided for the high point bleed system. The MPTA data showed that the high point bleed system
should be chilled and operational prior to the start of the recirculation pump in order to ensure
normal pump performance. The prelaunch operation of the bleed system is continued until the recircula-
tion pumps are turned off to assure bubble free operation at engine start. System performance is
monitored by the LHy feed manifold disconnect temperature and the high point bleed temperatures in the
Orbiter and facility line. A manifold disconnect temperature less than 45°R indicates a vapor free
feedline when the tank is unpressurized.

The high point bleed system also helps to reprime the recirculation pumps after a recirculation
flow interrupt resulting from power failure to the pumps or test sequence recycling. A further use of
the high point bleed system being considered is the removal of trapped LH, feedline residuals (70 pounds)
following an aborted mission with a return to launch site (RTLS). This function could be accomplished
by connecting a facility Tine to the bleedline disconnect, pressurizing the feedline through the on-
board feedline repressurization system, and allowing the 1iquid residual to be expelled through the
high point bleed system.

POGO SUPPRESSION ON SSME

Longitudinal vehicle instability due to closed-loop coupling of the structural, propellant
delivery, and engine subsystems (commonly called pogo) was encountered on Thor, Titan II, and Saturn
vehicles during development flights. The remedial solutions that provided vehicle stability were feed-
Tine accumulators. Spring/piston and contained gas accumulators were used on the Titan II program and
overflow gas (helium) accumulators were utilized on the Saturn S-IC and S-II stages. The emphasis from
early in the design phase of the Space Shuttle program was to ensure vehicle stability by the inclusion
of an engine mounted accumulator in the liquid oxygen system. The primary concern with an engine
accumulator mounted upstream of the high pressure oxidizer turbopump (HPOTP) was the overflow of a non-
condensible gas (helium) from the accumulator, resulting in pump cavitation and overspeed. The design
goal was an accumulator that could be pressurized with oxygen, a condensible gas. To make this goal a
reality required (1) a solution to the problem of accumulator ullage collapse caused by heat and mass
transfer at the 1iquid/gas interface and (2) the integration of the pogo system with the engine helium
and oxygen pressurization subsystems and the Orbiter propellant feed subsystem.

The initial engine mounted pogo accumulator used a blanket of floating Teflon balls to separate
the 1iquid/gas interface, and a pleated Dutch twill screen in the neck of the accumulator prevented
the Teflon balls from entering the HPOTP. The structural integrity and reliability of a pleated Dutch
twill screen and the problems with batch testing Teflon material for LO2 compatibility necessitated a
design improvement. Tests with turning vanes to inhibit the turbulent flow in place of the pleated
Dutch twill screen and the Teflon balls were marginally successful, i.e., some accumulators collapsed
during engine tests due to spraying of LOp into the GO ullage. The addition of parallel perforated
splash plates above the turning vane, shown in Figure 6, resulted in a semiquiescient liquid/gas
surface and cuccessful accumulator performance at all SSME power levels. Accumulator ullage collapse
during the SSME start transient was precluded by helium charges prior to engine start and at 2.4 seconds
after start command. Ullage collapse subsequent to SSME shutdown command was prevented by a helium
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post-charge initiated at cutoff command. The post-charge was subsequently extended and used in the
in-flight shutdown sequence as described in the LO» low level cutoff section of this paper.

The pogo suppression system is shown schematically in Figure 7. The LO2 normally closed bleed
valve and the normally open recirculation isolation valve (RIV) are powered from a common pneumatic
source to assure that the RIV is closed during the prestart period when the SSME is being thermally
conditioned with LOp flow through the bleed system. This also assures that the valves are in the
proper positions for the SSME start, i.e., bleed valve closed and RIV open. The Orbiter pogo recircu-
lation valves change the flow path from overboard LO2 bleed to GO2 recirculation at SSME start. The
Orbiter pogo recirculation valves and SSME bleed valves are launch commit criteria monitored by the
LPS. The accumulator precharge pressure is an SSME parameter verified by the SSME controller during
start. During engine operation, the accumulator GOZILOZ overflow is routed to the Orbiter through the
engine bleedline. This dual use of the bleedline minimized engine weight and interface connections.
In the Orbiter, the overflow is routed to the feed manifold near the ET/Orbiter disconnect to maximize
the time available for the GO to collapse before entering the low pressure oxidizer turbopump (LPOTP).

The SSME mounted pogo suppressor has been tested extensively to verify functional and dynamic
characteristics (reference 6). Pump subsystem tests defined the accumulator diffuser and thermal
barrier configuration. Single engine tests defined: (1) the helium precharge and post-cutoff charging
times; (2) pressurant flow rate/engine power level relationship; and (3) the baffle configuration to
assure an adequate thermal barrier for all operating conditions. The integrated system tests refined
the precharge and post-charge times and verified the overall vehicle performance.

LO2 LOW LEVEL CUTOFF

A low Tevel cutoff (LLCO) system is needed to satisfy the minimum SSME LOp net positive suction
pressure (NPSP) requirement and to preclude the catastrophic consequences of an LOp depletion shutdown.
The uniqueness of the LOp feedline design, which is over 100 feet long containing 15,000 pounds of LOp,
resulted in the engine cutoff (ECO) sensors being mounted in the Orbiter feedline to reduce the L0O2
residual dispersion at LLCO, and to make the ECO sensors reusable along with the signal conditioner
electronics. ECO sensors mounted in the Orbiter feedline had to be reliable and able to quickly
respond to the fast-moving Tiquid interface. A warm wire ECO sensor design was selected because of
fast response, simple electronic design, 1ight weight, and similarity to the ET liquid level control
sensors.

The generation and propagation of cavitation bubbles within the feed system and their effect on
ECO sensor performance had to be determined experimentally because of the complex routing of the LO2
feed1ine. A series of full scale L0, flow tests were performed. Although the ECO sensors performed
normally in the tests, a pressure dropout recorded prior to ECO dry indication showed NPSP requirements
would not be satisfied. The presence of a large concentration of bubbles was also photographed at the
simulated SSME inlet. The concern relative to the pressure dropout and the vapor volume in conjunction
with Orbiter location inability to support the MPTA tests due to 1-G limitations resulted in the ECO
sensors being moved to the vertical portion of the ET feedline. The pressure dropout phenomenon was
later identified as a facility data problem, and the bubble concentration was determined by single SSME
tests to be acceptable. However, the ET location for ECO sensors was retained for the development
flights because of increased LO2 NPSP requirements and to obtain flight performance data.

The ECO system currently incorporates three timers that are entered into the Orbiter General
Purpose Computer in order to minimize the LO2 residual. The timer values correspond to a normal
mission shutdown of three engines from minimum power level (MPL), two engines from MPL for an RTLS
abort, and two engines from full power level for an abort once-around. The timer values were deter-
mined from terminal drain tests with correction for flight acceleration rate and predicted thrust
angle. For STS-12 and subsequent flights, the ECO sensors will be mounted in the original Orbiter
design location.

The original SSME NPSP requirement was only defined for mainstage operation with the engines
accepting the self-generated shutdown NPSP transient. During engine development, tests and analyses
indicated a potentially catastrophic overspeeding of the oxidizer turbopumps due to inadequate NPSP
during an in-flight shutdown. This condition is a result of the vehicle acceleration transient and
the SSME fuel flow transient. The SSME staged combustion cycle (Figure 8) routes the LH2 propellant
flows through the preburners and turbines prior to entering the main combustion chamber. The fuel-
rich engine shutdown (to prevent turbine and main injector damage due to high combustion temperatures)
is accomplished by a main fuel valve closure profile that allows fuel flow to continue to the pre-
burners for approximately 5.5 seconds. A helium purge initiated 1.8 seconds into the cutoff transient
to purge the oxygen trapped downstream of the preburner oxidizer valves results in power being
reapplied to the high pressure pumps as this oxygen combusts with the incoming fuel. The rapid decay
in available NPSP due to loss of vehicle acceleration could result in pump cavitation as power is
reapplied to the HPOTP.
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Three potential solutions to this problem were: (1) a preburner fuel valve added to the engine to
stop fuel flow to the preburners, precluding combustion when the oxygen is purged out; (2) a purge
pressure increase from 750 psi to 2000 psi to allow the oxygen to be purged earlier in the cutoff
sequence when NPSP is higher; or (3) the NPSP level could be increased during shutdown by pressurizing
the engine inlet. The third option was selected as the most cost effective and timely solution. The
SSME LO2 inlet pressurization would be accomplished by closing the existing prevalves located in the
Orbiter feedline earlier during engine shutdown, and pressurizing the engine and feedline with the pogo
accumulator helium supply.

The Orbiter pneumatically operated prevalves were not designed to close rapidly. For this concept
to work, the prevalves had to be closed prior to the start of the preburner purge. If the prevalves
closed too soon, the prevalves would starve the engine of LOp flow, resulting in a more severe pump
cavitation and overspeed problem. If the prevalves closed too late, feedline pressurization would be
delayed, resulting in possible damage to the HPOTP.

A ground test program was utilized to demonstrate the use of the prevalves and the pogo suppressor
pressurization system to prevent turbopump overspeed during cutoff. The tests were devised to simulate
worst case flight NPSP and prevalve closing response ranges. A single engine stand was modified by
installing a long vertical feedline from the LOp tank to the horizontal plane of the engine inlet. The
LPOTP was rotated 90 degrees on its discharge flange and a flight Orbiter feedline and prevalve were
installed horizontally between facility feedline and the LPOTP inlet. This configuration allowed the
L0, 1iquid Tevel to be drained very low in the vertical feedline, simulating the engine NPSP decay in-
flight, without starving the engine. The ability of the engine to cut off safely for all prevalve
closure tolerances was demonstrated. The first test series qualified the engine cutoff sequence for
STS-1 by demonstrating the engine's ability to shut down safely with a transient NPSP of 10 psi at ECO
to 2.0 psi at prevalve closure. After the STS-1 flight, a second test series was conducted to qualify
the shutdown sequence for low level shutdown and shutdown from rated power level. The engine test
stand was reconfigured for this series of tests by adding a separate feedline vent system. This allowed
the vertical feedline to be drained much Tower before engine cutoff while maintaining the required main-
stage NPSP with the tank pressurization system. The valve at the tank bottom and the feedline vent
valve were sequenced during the shutdown transient to simulate the in-flight NPSP decay because the
feedline volume was much smaller than the tank. The incorporation of prevalve sequencing and an
extended pogo accumulator post-charge into the SSME shutdown were effective in preventing HPOTP over-
speed for worst case flight conditions. The test also demonstrated that the engine could shut down
safely in-flight with a minimum of 80 pounds of LO2 upstream of the LPOTP inlet.

ORBITER/ENGINE PROPELLANT DUMP

The cryogenic subsystems of the reusable Space Shuttle Orbiter are a fixed part of the orbital and
reentry vehicle. The liquid propellants trapped in the SSME's and feedlines at main engine cutoff (MECO)
must be dumped to (1) reduce system weight for on-orbit and reentry operations and (2) minimize the
hazards associated with venting combustible propellants during post-landing operations. The original
concept was to dump both propellants through the SSME's with helium pressurization provided to accel-
erate the dump. The propellants were to be dumped in series. The L0 residual (4600 pounds) was to
be dumped first because of its higher temperature and greater mass, followed by the LH, residual (300
pounds) dump. The 300-second dump was to be accomplished during OMS-1 burn to provide impulse to the
Orbiter, reducing the Orbital Maneuvering System propellant requirement by approximately 130 pounds.

The concept was changed because of a potential HPOTP overspeed problem during LHp dump. The
potential overspeed results from the SSME staged combustion design where all the LHp propellant flows
through both preburners and turbines before going into the main combustion chamber. With the engine
LO2 system empty, the hydrogen dump flow would accelerate the unloaded oxygen pump to catastrophic
speeds. Since an alternate LHp dump path requirement was identified Tate in the program (May 1980),
the solution was to use existing Orbiter components to preclude impacting initial Shuttle launch date.
Both the LHp fill and drain system and the recirculation/replenish system, shown in Figure 9, were used
with only software changes to perform the on-orbit dump function. This modified dump concept allowed
a shorter dump sequence by simultaneously dumping the LO2 and LH2. The LH2 dump time is minimized by a
short (6-second) dump through the 8-inch inboard and outboard fill and drain valve. This is followed
by a 114-second dump that allows the LHp residual to be expelled from the 12-inch Orbiter feedlines,
and the SSME's through the LH» replenish valve and the outboard fi1l and drain valve. The LH2 component
of impulse was no longer usable for vehicle delta V since the LHp dump flow is routed out the side of
the Orbiter.

Extensive analytical modeling of LHy two-phase flow to vacuum was required to define the dump
period and to determine if solid hydrogen formation could inhibit the dump system capability. The
performance analysis of the LO2 and LHp dump systems was important because the flight characteristics
could not be determined by sea level tests due to 1-G and ambient pressure limitations. Sea level
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tests of the LO2 and LH2 dump systems were performed on a single SSME test stand and on the MPTA to
verify the software sequences and component responses.

The LO2 and LH2 dump systems performance analysis, using the Lockhart-Martinelli correlation for
two-phase flow, agrees with flight data. The correlation between the reconstructed LO2 dump thrust and
flow rate histories and analytical predictions is presented in Figure 10. The LO2 dump thrust was
determined from accelerometer data by converting the measured acceleration rates to total vehicle
thrust and subtrdcting the effects of the Orbital Maneuvering Engine. The LOp dump flow rate was
verified two ways: (1) the reconstructed dump thrust was divided by the calculated Isp and (2) dump
flow was calculated from the helium pressurization flow rate. The L0, dump flow rate reconstruction
from flight data indicated approximately 1100 pounds remained at the end of dump. The high LO2
residual, due to loss of helium pressurant which tunnels through the 1iquid core under the Tow-G envi-
ronment, is vented to space as a result of normal leakage through the engine HPOTP seals and during
feedline vacuum inerting. Table 1 summarizes the predicted and reconstructed LO2 dump performances
for the development flights.

The LH» dump prediction also agrees well with the flight data. Flight data analysis was based on
using temperature data to indicate when the liquid interface passed the transducer locations. The
predicted and measured dump times for the first SSME to complete dump (engine number 3) are shown
below:

Predicted Measured
STS-1 71 seconds 60 seconds
STS-2 52 seconds 47 seconds
STS-3 52 seconds 56 seconds
STS-4 52 seconds 52 seconds

Following the STS-1 flight, a 30-second vent of the LHp feedline was added to the ET separation
sequence (MECO + 10 seconds) in order to protect the system if a relief valve failed. This vent
resulted in a reduced post-shutdown pressure rise in the Orbiter feedlines due to heat soakback. The
30-second vent reduced the predicted LH, dump time by 19 seconds. The only change to the LO» and LHp
dump sequences, subsequent to the development flights, was to reduce the feedline pressurization period
by 18 seconds to save 5 pounds of helium.

The current on-orbit dump sequence presented in Figure 11 cannot be used during an RTLS abort
because aerodynamic drag on the Orbiter settles the liquid away from the SSME's and from the LHp fill
and drain line. A separate LH2 dump system, from the Orbiter feedline disconnect to the vehicle
exterior, dumps the residuals during an RTLS abort. The LH2 dump, initiated 15 seconds after ET
separation with the opening of the RTLS dump valves and manifold repressurization valve, removes
approximately 230 pounds of hydrogen. Seventy pounds of the LHp in the Orbiter feedlines cannot be
dumped due to vehicle attitude. An Orbiter LOp RTLS dump system is not required since the LO2 residual
is not hazardous and its effect on the vehicle center of gravity is acceptable. For an RTLS abort, the
SSME main oxidizer valves are opened to remove 1280 pounds of the LO2 residuals from the SSME.

LO2 MAIN FEEDLINE HELIUM INJECTION

Concurrent with the development program for the Shuttle elements, there was continuous emphasis on
performance improvement. One objective was a weight and cost reduction of the ET. The changes imple-
mented on the LWT included deletion of the L0y antigeyser line, which resulted in weight and cost
reductions of 700 pounds and $113,000 per flight, respectively. The major problems with antigeyser
line deletion were geyser prevention, increased SSME L0, prestart temperature, and tank liquid level
control.

The development activities for the main feedline helium injection system, summarized in Figure 12,
were necessary to resolve design incompatibilities with the Shuttle elements. Geyser prevention was
accomplished by using main feedline helium injection and facility flow control. Successful geyser
prevention depends on the LPS to monitor the feedline conditions and to take corrective action. Feed-
Tine temperature redlines are established to assure subcooled propellant for each phase of Toading.
For a redline exceedence, the LPS initiates a stop flow and changes the facility flow direction to
remove the warm propellant from the vehicle. Extensive testing on the MPTA: (1) defined the LPS
control requirements and redlines; (2) evaluated procedural and design changes; and (3) demonstrated
adequacy of corrective actions. Experience has shown that the characteristics of all components must
be well defined for proper operation of this configuration. For example, STS-5 loading was satisfac-
torily accomplished with Mobile Launch Platform No. 1 (MLP-1). STS-6 loading with the identical LPS
sequence using MLP-2 encountered two stop flows and a nondamaging geyser during the slow fill to 2%
operation. This condition resulted from a difference in the flow characteristics of two facility
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replenish control valves for the same position setting. Subsequent to STS-6, additional parameters are
being controlled at the facility/Orbiter interface to preclude a reoccurrence of this situation.

Deletion of the antigeyser Tine resulted in increased LOp feed system temperatures that were
incompatible with the SSME prestart requirement. An SSME test facility was modified to experimentally
evaluate the impact of the higher temperature. The test results allowed the SSME preburner pump dis-
charge temperature requirement to be changed from 178°R to 183.5°R, eliminating the temperature
incompatibility.

The use of main feedline helium injection changed the flow profiles in the tank, resulting in the
inability of the level control sensors to define the 1iquid level. A special test series on MPTA
defined the reorientation and baffling of the sensors necessary to regain the level control function.

CONCLUSTON

The government/contractor team has met the challenge to develop a cryogenic propellant management
system that integrated the design features of the Shuttle elements. The flights of the Space Shuttle
Columbia and Challenger portray the success of these efforts. Future emphasis will be on the automa-
tion of the prelaunch operations, integration/activation of the Western Test Range, and performance
improvements that increase vehicle payload. These performance improvements include: (1§ removing the
L0 tank pressure stabilization requirement for liquid Tevels above 98% (for increased propellant
density); (2) reducing the ullage volume (for higher loading levels and shorter drain-back time); and
(3) reducing the liquid residuals at engine cutoff. These improvements can result in an additional
increase in the Shuttle capability by about 1500 pounds.
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TABLE 1.

MPS LO2 PROPELLANT DUMP PERFORMANCE SUMMARY FOR STS-1 THRU STS-4

ANALYSIS BASED ON ACCEL. DATA ANALYSIS BASED ON FEED PRESS DATA AVERAGE
iMPULSE | DELTA v (3 lgmn“'l mesiouaL | mrurse | DELTA V) :;:,zm,, (®)] RESIDUAL || IMPULSE ,L,f,zm,,m
STS | (LBF-SEC) |(FT/3EC) ’\II) (LBM) (LBF-SEC) | (FT/SEC) | () gy (LBM) (LBF-SEC) | (\ g
1 ACCELEROMETER DATA NOT AVAILABLE 12267 107 3508 97 12247 3508
2 65291 54 213 1080 70144 10.0 412 891 87718 3313
3] aas13l2 | 4202 210012 | 210412 55336 78 2648 1854 49025 2378
A 68700 04 3408 895 7928 922 338 L] 88315 3

(1) DUMP THROUGH SSME ND. 1 & NO.2 ONLY (EARLY APU NO.38/D).
(2) BASED ON QUICK-LOOK ACCELEROMETER DATA
(3) DELTA V GENERATED IS A FUNCTION OF ORBITER MASS AT OMS—1 IGNITION.

(4) 278 LB LO2 LEAKED THROUGH HPOTP SEALS PRIOR TO DUMP INITIATION.
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SPACE SHUTTLE MAIN ENGINE - INTERACTIVE DESIGN CHALLENGES

John P. McCarty
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ABSTRACT

The operating requirements established by NASA for the SSME were considerably more demanding than
those for earlier rocket engines used in the military launch vehicles or Apollo program. The SSME, in
order to achieve the high performance, low weight, long life, reusable objectives, embodied technical
demands far in excess of its predecessor rocket engines.

The requirements dictated the use of high combustion pressure and the staged combustion cycle
which maximizes performance through total use of all propellants in the main combustion process. This
approach presented a myriad of technical challenges for maximization of performance within attainable
state-of-the-art capabilities for operating pressures, operating temperatures and rotating machinery
efficiencies. Controlling uniformity of the high pressure turbomachinery turbine temperature environ-
ment was a key challenge for thrust level and life capability demanding innovative engineering. New
approaches in the design of the components were necessary to accommodate the multiple use, minimum
maintenance objectives. Included were the use of line replaceable units to facilitate field maintenance,
automatic checkout and internal inspection capabilities.

INTRODUCTION

The National Program to develop a Space Shuttle and replace the "one-shot'" expendable rocket
vehicles with a reusable Space Transportation System promises to be a turning point in liquid propellant
rocket engine history.

The requirements for reuse with a minimum refurbishment and turnaround cycle introduced stage
requirements such as reusable reentry thermal protection, wing surfaces and landing gears. These
features, and others, contributed to a relatively high hardware weight when compared to non-reusable
systems. In addition, reentry and landing flight characteristics put a premium on high engine thrust-
to-weight and small engine envelopes. As a result the search for performance for the Shuttle Systems,
i.e., more payload delivered to orbit at reduced cost, focused main engine performance requirements on
increases in specific impulse, thrust-to-weight and thrust-to-engine exit area. Engine operational
requirements consistent with reusable, low-cost transportation, included long life and low maintenance
to reduce recurring cost and minimum development program to reduce non-recurring cost.

THE CHALLENGE

It can readily be seen that the search for performance can be pursued along two directions, more
specific impulse and lower rocket engine weight.

The early history of the application of liquid propellant rockets has seen the succession of more
energetic propellant combinations. The use of hydrogen/oxygen for the propellants of the Space Shuttle
Main Engine (SSME) represents a propellant choice near the peak of readily available chemical propellant
combinations. This succession of more energetic propellants has been accompanied by a drive to reduce
rocket engine weight necessary to achieve a given installed performance level. Figure 1 shows that
increased thrust-to-weight is accomplished by increasing the ratio of engine thrust to nozzle exit area.
Increasing the engine thrust per unit exit area also has the effect of reducing the nozzle exit area at
a given thrust, thereby reducing vehicle drag associated with the attendant base area.

Using this relationship and the theoretical performance characteristics shown in Figure .2.which
are representative of LHZ/LOZ’ one can construct Figure 3 which displays the path necessary to achieve
improvements in installed performance.

Figure 3 shows that to increase specific impulse at a given thrust-to-weight, or to increase

thrust-to-weight at a given specific impulse, or to increase both requires an increase in the combustion
pressure. This combustion pressure increase can be traced in the LOZ/LH2 family of engines where
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capability has progressed from the RL-10 at 400 psia, through the J-2 at 632 psia and the J-2S at 1200
psia to the current development of the SSME at 3000 psia. The J-2 and J-2S combustion pressures noted
above result from these engines using the gas generator power cycle. In this cycle a small portion of
the incoming propellant is used to power the turbopumps which feed propellant to the main thrust
chamber, instead of producing thrust. If these engines had used the staged combustion or preburner
cycle, in which all of the fuel powers the turbopumps before being used in the main thrust chamber, like
the RL-10 and SSME, the combustion pressure would be close to that shown in the Figure.

These increases in combustion pressure have been accomplished through improvements in component
technology, improved materials, higher speed and head rise pumps, higher turbine inlet temperatures,
and improved cooling techniques for higher heat fluxes to name but a few. To place the SSME challenges
in perspective it is appropriate to compare a few key operating characteristics to those of prior
systems.

Increased combustion pressures require increased power to feed the propellants to the combustion
chamber. The generation of these high power levels must employ a highly efficient working cycle to
minimize, or preferably avoid any performance loss. The well developed gas generator cycle, which
served adequately for most prior engines, is shown in a simplified schematic in Figure 4 along with the
more efficient preburner cycle. Also shown is a comparison of the specific impulse and the lower value
which results from the inefficient utilization of the turbine exhaust gases in producing thrust. On
the other hand, the preburner cycle requires considerably higher pump discharge pressures, as shown in
Figure 5, to accommodate the pressure drop which occurs in the turbines.

The need for very high pump discharge pressures must be met by increased head rises from the
individual pump stages to minimize the number of stages and pump weight. Impeller tip speeds, as shown
on Figure 6, increased substantially. In parallel, the focus on minimum weight pushed the design
sophistication and speed, as shown in Figure 7, beyond levels then in use.

High chamber pressure has a significant impact on combustion chamber cooling. Gas side heat
transfer coefficients increase with chamber pressure to approximately the 0.8 power. These high film
coefficients increase the heat flux, as shown in Figure 8, which must be accommodated by the cooling
system to meet the long life requirements.

One of the prime characteristics of the Space Shuttle, and consequently the SSME, is design for
reusability and long life with minimum maintenance. These requirements must be achieved despite the
extreme physical environments imposed upon the engine components and the demand that the hardware be
fully utilized to just short of the point where safety and performance are impaired.

Basic to this concept of reusability is the extension of design life typically required for
expendable engines — 10 starts and 3600 sec which is sufficient for acceptance tests and the single
flight — to that required for the SSME — 55 starts and 27000 sec which should be sufficient for 50 to
55 missions after acceptance tests. Field maintenance with minimum between flight activity required
advances relative to prior rocket engine experience and practices. Examples include the identification
and design of line replaceable units that are interchangeable without system recalibration, establishing
and verifying effective inspection and automatic checkout procedures to facilitate the short turnaround
goals of the Shuttle system, and integration of development experience, field maintenance records and
flight data analysis to extend the time between component replacements and engine overhaul.

Equally ambitious to the technical challenges outlined above was the programmatic challenge to
accomplish the design, development and certification with the utilization of resources substantially
less than required in previous, comparable development programs. A measure of the resources is repre-
sented by the engine test programs shown in Figure 9. As can be seen the projected number of tests and
development engines were reduced by some 40%.

THE ENGINE
The SSME primary flow schematic is shown in Figure 10 and briefly described as follows:

The fuel flow enters the engine at the low-pressure turbopump inlet and pressure is increased to
meet high-pressure pump inlet requirements. After the fuel leaves the high-pressure pump, the flow is
divided and distributed to provide: preburner fuel, nozzle coolant, main combustion chamber coolant,
low-pressure turbine drive gas and hot gas manifold coolant.

The oxidizer flow enters the engine at the low-pressure turbopump inlet. The low-pressure oxidizer
pump increases the pressure to meet high pressure pump inlet requirements. From the high pressure pump
discharge, the majority of the oxidizer is fed to the main injector. The remaining oxidizer is
increased to preburner inlet pressure by the high-pressure boost stage of the oxidizer pump. Liquid
oxygen from the high pressure pump discharge is used to drive the low pressure oxidizer turbine.
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Individual preburners are used to supply power for the high pressure fuel and oxidizer turbines.
Preburners provide the flexibility to adjust the power split between the two high pressure turbines by
the control of valves which govern the oxidizer flow to the preburners.

The majority of the high pressure fuel is used in the turbine drive system. The remainder is used
to cool components and power the low pressure fuel turbopump. A portion of the oxidizer flow also is
used in the preburners; the remainder is routed directly to the main combustion chamber. The propel-

lants combusted in the preburners power the high pressure turbopumps and are then routed to the main
combustion chamber.

In the main combustion chamber, the gases from the preburners are burned with the propellants.
The major engine physical arrangement, Figure 11, provides for a central structural member called

the powerhead wherein are located the main injector and respective fuel and oxidizer preburners. The
main combustion chamber and the two high pressure turbopumps "plug in" and are bolted to the powerhead.

CONSTRAINING DESIGN CONSIDERATIONS

The significant system development challenges can be grouped around the central issue of how to
develop sufficient turbomachinery horsepower to meet the high pressure performance demands and maintain
turbine operating temperature both transient and steady state within life limit practicality.

In the preburner cycle hydrogen flow availability and pressure schedule are the prime design con-
siderations. Unlike most prior operational systems which use a small percentage (10%) of the engine
fuel flow to drive high pressure ratio turbines the SSME preburner cycle seeks to use 100%Z of the
engine fuel flow to drive low pressure ratio turbines. In Figure 5 this directly dictates the pumping
system required head, and therefore, the system pressure schedule.

The available power to produce these conditions is in turn limited by turbomachinery efficiency,

turbine flowrate and turbine temperature. In very simplified terms the relationship can be represented
by the following: ~

. ks y-1
Y
n(1+M) TC f1- (5 =PD—1+Q
P D Pr Po

n = Turbopump Efficiency

T = Turbine Gas Temperature
Pc = Chamber Pressure

PD = Pump Discharge Pressure

p = Density
MR = Mixture Ratio
Y = Specific Heat Ratio.

Figure 12 illustrates the premium paid to maximize turbomachinery efficiency and design for high tem-—
perature operation. Taken all together the relationship between pressure (weight) and turbomachinery

efficiency at a fixed structural temperature limit are depicted in Figure 13 by parametric solution of
the above equation.

DEVELOPMENT

To drive the three stage centrifugal high pressure fuel turbopump with a demonstrated pump
efficiency betwern 74 and 78 percent a maximum first stage turbine blade metal temperature of 1960
degrees R was selected or a gas temperature of approximately 2000 R. The material properties for the
Mar-M-246-DS blades are shown in Figure 14 which for steady state stresses would provide essentially
infinite life at 1960 degrees R.

SSME development testing at full thrust exhibited erosion of the first stage turbine blade platform
leading edges with accelerating damage test-to-test and high maintenance. This precipitated the
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removal of the turbopumps for replacement of the first stage blades. In addition, a number of blades
exhibited transverse leading edge high cycle fatigue cracks above the blade root giving rise to concern
for blade failure.

As a consequence a specially instrumented turbopump, Figure 15, was fabricated with circumferential
inlet blade 0.D. and I.D. temperature thermocouples. Testing with the special instruments revealed the
problem to be both start transient and steady state mainstage oriented. Hot gas temperature spikes
approaching 4000 degrees R were recorded as the preburner ignited. In addition, a radial temperature
distribution was confirmed in which the inner core gases approach 3000 degrees R with the outer diametex
gases near 1900 degrees R, Figure 16. The inner core gases by stream tube analysis would be the ones
aggravating the blade root erosion problem as illustrated in Figure 17.

DESIGN INNOVATION

The Fuel Preburner is a fuel cooled, double walled chamber producing energy to drive the High
Pressure Fuel Turbopump. The injector is a concentric element with 264 elements and three baffles to
aid stability. The preburner is ignited by an augmented spark igniter (ASI) which is a small central
combustion chamber with two spark igniters. The injector has a single pair of impinging oxidizer
orifices surrounded tangentially by eight hydrogen orifices. The injection flow pattern creates an
oxidizer-rich condition at the spark igniters for ignition. An oxidizer-rich core surrounded by fuel
provides a high mixture ratio torch to ignite the preburner.

The resolution of the blade erosion challenge was approached in two ways. First the preburner
face hot gas temperature distribution was modified to reduce the inner core temperature by raising the
outer diameter temperature in a region where a higher allowable blade temperature can be tolerated,
Figure 17. This assumes the blade stress to be a linear function of height. This was accomplished by
enlarging the preburner baffle center coolant holes, providing a 20% increase in center core cooling,
Figure 18. In addition, the preburner injector face coolant holes were modified by enlarging 132
existing holes and adding 36 holes in the inner zones of the injector face, Figure 19.

These modifications resulted in the reprogrammed temperature distribution shown in Figure 20 and
a verified blade temperature distribution shown in Figure 21.

The second innovation addressed the ignition temperature spike. The ignition of the preburner
is accomplished by regulation of the oxidizer flow to the preburner by the inlet valve. The resulting
temperature at ignition directly correlates to the oxidizer accumulated up to the point of ignition.
The SSME onboard control system provides the flexibility to adjust the scheduling of the engine control
valves. t

As a result a notch was added to the preburner oxidizer control opening, Figure 22. The notch was
programmed to limit oxidizer flow at the time of ignition but subsequently increase flow at a time of
higher fuel flow availability in order to not affect the total start time integrated oxidizer flow.

The effect of the modification on the resulting temperature transient is shown in Figure 22. This
and the above modification were successful in adjusting the design on a simple but innovative basis to
produce the desired environment. Since the modification, test and flight hardware have shown a marked
improvement in observed erosion and cracking, thereby, significantly reducing required and projected
maintenance.

REUSABILITY, LIFE AND MAINTENANCE

The preceding was just one example of many innovative concepts essential in the SSME design to
meet the reusable Shuttle life challenge. Each component that experiences cyclic loading during opera-
tion was designed to have a minimum high cycle fatigue life of at least 10 times the number of cycles
it will experience during service life. All components were designed to have a minimum low-cycle
fatigue life of at least four times service life. A factor of 4 was also maintained on the time to
rupture to account for creep effects. For those components experiencing both high and low cycle fatigue
a generalized life equation is used to assess the accumulative damage capability versus time and thrust
level.

The SSME has matured to a current 10-flight capability with a safety factor of 2. Testing will
seek to keep pace with operational use and extend the operational life goal to 55 starts and 27,000 sec
with a factor of 2, Figure 23. The testing will define components not capable of full life and spares
requirements will be adjusted accordingly. The redesign of short-life components will be undertaken
only if clearly economical to the program.
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Test results will also become part of the mechanized information system developed to track critical
hardware for operational exposure and life-limiting conditions. The system provides fingertip informa-
tion with respect to component remaining available life by a system of interactive computer terminals
located at key user sites.

As a consequence nearly all SSME components were designed as Line Replaceable Units (LRU's) to
accommodate field maintenance for the operational phase of the program. Turbopumps, valves, ducts,
instrumentation, igniters, nozzle and controller are considered normal LRU's. After manufacture or
refurbishment, the performance characteristics of selected LRU's is determined by special "green run"
tests. With the operating characteristics known, any LRU component can be replaced in the field and the
pertinent controller software can be updated to reflect the new LRU component characteristics; assuring
proper operation of the engine. Removed components are recycled through a depot maintenance program
and made available as spares for future changeouts.

The high pressure turbopumps have the most demanding field maintenance requirements. The fuel pump
turbine end sections must be inspected every other flight, and blade replacement is mandatory after
eight flights. The oxidizer pump turbine end sections must be inspected and turbine blades replaced
every eight flights. Current development testing is being focused on these areas to extend life and
reduce operational maintenance.

Internal visual inspection of critical parts replaces the engine disassembly method used in past
programs for routine inspection of parts. Routine maintenance tasks include automatic checkout,
external inspection of engine hardware, turbomachinery torque checks and "life" inspections with inter-
nal inspection of key components using borescopes. Borescope ports, Figure 24, have been included in
the design to permit internal visual inspection, by simply removing a plug and inserting the borescope.
Routine use of the fibrous optic devices developed by the medical field is now common practice for
SSME, Figure 25. These borescopes can be connected to still or TV cameras to record life data, Figure
26.

Maintenance data and flight data together are analyzed to determine if corrective maintenance or
component replacement is required. Since corrective maintenance represents the largest single expendi-
ture of time and resources during the turnaround cycle, full utilization of the service life available
in each component is a necessary goal.

CONCLUSION

The quest for high performance, low weight and small envelopes through the use of more energetic
propellants and increased combustion pressure has recorded a high level of refinement with the success-
ful certification and flight of the SSME on Columbia and Challenger.

The next objective is to increase the operating life and reusability of these engines through
repeated engine testing to extend the demonstrated basic ten flight usage. During this testing, life
limits for specific LRU's will be determined and maintenance procedures will be developed to assure
satisfactory flight performance. Should any new problems relating to life occur in the ground tests,
they can then be defined and solutions developed to avoid similar problems in flight. Minor design
improvements will be made to life-limiting parts.

As a companion effort, a product improvement study will address the complete engine in terms of
design margins and ultimate life potential. NASA's supporting research and technology (SRT) program
will continue to seek means to improve the life and reliability of launch vehicle engines such as the
SSME. It includes for example work to increase the life of the turbine blades in the high-pressure
pump and of heavily loaded bearings.

The Space Shuttle will be the backbone of this nation's space transportation for the remainder of
this century and beyond. Use of the SSME should extend well into the next century. Other potential
new vehicles will undoubtedly draw on the existing SSME capabilities. Through the planned improvements,
and possibly uprated thrust, the SSME should meet the national requirements for launch-vehicle propul-
sion to space for decades.

604




REFERENCES

F. P. Klatt and V. J. Wheelock, "The Reusable Space Shuttle Main Engine Prepares for Long Life," pre-
sented at ASME Winter Annual Meeting, 14-19 November 1982.

J. P. McCarty and J. A. Lombardo, "Chemical Propulsion - The 01d and the New Challenges," AIAA Student
Journal, December 1973.

J. P. McCarty, "Space Shuttle Main Engine Concepts Technical Assessment', Unpublished Marshall Space
Flight Center Presentation, July 1969.

150 gum

ngL‘nn

r-
3 1
2 o Kﬁ' 1 188K K1\
5 A
© 400l LR87
g B LR79
E Gurer A s F
- © SSME
[ LRYA ot
E om 0 2
E  so 3}
2 e O STORABLE ENGINES
§ A\ LOX/RP-1 ENGINES
> O LOX/LH2 ENGINES

L 1
0 50 100

VACUUM THRUST/ENGINE EXIT AREA ~ Ib/in?
Figure 1. Engine System Weight.

STAGNATION TEMPERATURE _ °R — MOLE
480 MOLECULAR WEIGHT Ibm
€ = 400 SPECIFIC HEAT RATIO = 1.26
IDEAL GAS EXPANSION

Iy - sec
Ibm

N VT
e P,

Pc1w

THEORETICAL SPECIFIC IMPULSE ~

400 L 1 |
0 50 100 150

VACUUM THRUST/ENGINE EXIT AREA ~ Ibg/jn2

Figure 2. Theoretical LHZ/LO2 Propellant Performance.

605



Ibm

THEORETICAL SPECIFIC IMPULSE ~

480
( Los
4601
SSME
4000psia
4401 RO
(o) %13
2000
52

420}

P.=100 200 400 700 1060

1 1 J
400, 50 100 180

VACUUM THRUST/DRY WEIGHT ~ Ibg/jm

Figure 3. LHZ/II& Rocket Engine Performance Characteristics. ‘

Ha

PREBURNER 02

GAS GENERATOR PREBURNER
o
@ NER
£2 eae2®
2%
0o
> GAS GENERAT,
Pl ey
o
w
1 1 L ]
1000 2000 3000
(psia)
CHAMBER PRESSURE, P

Figure 4. Gas Generator and Preburner Systems (Simplified).

606




PRESSURE, PSIA

7,000

6,000

4,000

3,000

2,000

1,000

IMPELLER TIP SPEED, ft./sec.

607

GAS GENERATOR PREBURNER
J-2 ENGINE CYCLE CYCLE
™ PUMP
SCHA LINES AND
PRESSURE | VALVES
PUMP
LINES AND
E el
COOLING
MAIN INJECTOR
= Ap "
c
.
'C
LINES & VALVES
\num N A
Figure 5. Rocket Engine Pressure Schedule.
2000 SSME
@
()
A SSME 38
1000 |-
®RL-10
F1 ® L"z
42 a0 A LOX
‘ J-28
H1
0 el g sy i) g = pegiipgl 1 R L T T
104 10° 108
IMPELLER HEAD RISE, FT.
Figure 6. Impeller Design Experience.



HORSEPOWER/WEIGHT, bhp/lb.

120 |
© SSME
100 -
80 |-
60
401 A SSME
[ ] Lﬂz
F1 A LOX
20 —
o 125 ® @ LOX-RP-1
®
~H-1 J-2 >
32
o= ey 1 e T 1 =ty
104 108 108
SHAFT HORSEPOWER, bhp
Figure 7. Turbopump Power /Weight Experience.
s © SSME
”;—
§f |
~N
=
3
@ 6ol
x
5
-4 -
w
- ©J2s
<
T 4of
[
L
=}
< I 042
-
20~ ORL-10
& 1 1 1
g 1000 2000 3000 4000

COMBUSTION CHAMBER PRESSURE, psia

Figure 8. Combustion Chamber Heat Flux.

608



“ =
g ® OF1
%%
S
042
-4 e
T 4
4
w
2 © RL10
2 (o)
3 SSME
w 20
0 1 | " J
0 1000 2000
TESTS

Figure 9. Development Resources.

LPFTP TURB. DRIVE

(FPOV

LEGEND

OPOV — OXIDIZER PREBURNER OXIDIZER VALVE
FPOV — FUEL PREBURNER OXIDIZER VALVE
MFV — MAIN FUEL VALVE

MOV — MAIN OXIDIZER VALVE

CCV — CHAMBER COOLANT VALVE

Figure 10. SSME Propellant Flow Schematic.

609



TURBOMACHINERY HORSEPOWER

POWER REQUIRED
»~ WITH LOW EFFICIENCY

POWER REQUIRED
/ / WITH HIGH EFFICIENCY

/ POWER AVAILABLE
AT HIGH TEMPERATURE

/ POWER AVAILABLE
| AT LOW TEMPERATURE

>2500 PSIA
CHAMBER PRESSURE. PSIA

Figure 12. Staged Combustion Cvcle-

610




STRESS, KSI

FUEL DISCHARGE PRESSURE, PSIA

12,000

11,000
10,000
9,000
8,000
7,000
6,000
5,000
4,000
3,000
2,000

1,000

80 100
75

70

TURBOPUMP
EFFICIENCY 60

50

1,000 2,000 3,000 4,000 5,000 6,000

CHAMBER PRESSURE, PSIA

Figure 13. Staged Combustion Cycle.

150

125

100

50
1600

ULTIMATE

1700 1800 1900 2000 2100 2200

BLADE TEMPERATURE, R

Figure 14. HPFTP Turbine Blade Metal Temperature (MM-246-DS).

611

TENSILE STRENGTH

2300



<
-

(SUCTION
’ SIDE)

FISH MOUTH Df
(CAVITY) &'

WHEEL FACE

(DOWNSTREAM ©
FISHMOUTH SEAL)

.

///////

————— OUTER SHROUD (WALL)
5 o

|

18T

oD -
|
STAGE ‘
BLADE |
- - HOT
TRAILING EDGE \ | ' | LEADING EDGE e
g R |
o l l

INNER SHROUD (WALL) 1

Figure 15. HPFTP Instrumented Nozzle.

= e
i

/
2810R
2112R
2070R
1935R
e 777

Figure 16. Fuel Preburner Temperature Distribution.

612



BLADE TIP
/
o L
s ’
4 . P
-
5 i S~ EQUIVALENT
o LIFE
e
w
o)
<
-l
o
PLATFORM . I
2200 2300 2400
TEMPERATURE (°R)
Figure 17. HPFTP First Stage Blade Temperature Profile.
"‘"— — W, = 0.4 LB/SEC
i E\ .
f {—rl W = 1.0 LB/SEC
‘ AL 1R
PRE-MOD §” ' , \
0.060" & 0.13 LB/SEC l %
MoD AU \
0.125” & 0.70 LB/SEC T bt d MR =235 T =3860°R
a | % \ \ (BASED ON MODEL)
% o0 .9 .o
i / \ \ Wg a7
WE = 0.70 LB/SEC

(ASSUME 7y, = 50%) ‘
/

/ \

PRE-MOD — 2810°R
\ MOD 1620°R

/
| |
1’ \

Figure 18. Fuel Preburner Baffle Modification (ASI Core Temp.).

613



mop = ]

.033" DIA. (108)

' DIA. (243)

.0465" DIA. (48)

Figure 19. Fuel Preburner Injector Modification.

Lellog

PRE-MOD

/,
2810R
2112R
2070R
1935R -
7777 70

1735 PRE-MOD
1780 MOD

Figure 20. Fuel Preburner Temperature Comparisons Radial Distribution.

614



BLADE TIP

BLADE HEIGHT ,INCHES
o

B

\

|_— MOD

7
7

7/
7
7
7

PRE-MOD

/
7
7/

P
v 4 S EQUIVALENT
LIFE

AS| CORE TEMP

2810R PRE-MOD
1620R MOD

PLATFORM
1800 2100 2200 2300 2400
TEMPERATURE (°R)
Figure 21. HPFTP First Stage Blade Temperature Profile.
4000 j
/\ ¥ PRE SEQUENCE MOD
3500 p T
PRE MOD [
K FPOV SEQ MOD FPOV SEQ
. 3000%— \ /
: / R /_\>
F oronlr . b ol R gl TR oA NG e T, O
o« 2500f — //\ /;_ A e
w
5 / Lol W
$ 2000 L "IN Ay
- ‘/ § N | /
g d . /| \ \ \
T 1500 /| 2 mop /)
& / |- sEquence \ 77\
Z} ! ;
S | N
o 10008 — f % L i /
E / // ; \\%/ NS
Q. / P -
X e —

500 /W,
| s

! PR

0 0.2

Figure 22.

04 0.6 0.8 1.0

TIME FROM START, SEC

Ignition Temperature Spike Sequence

615

1.2 14 1.6

Modification.




CUM FLIGHTS/ENGINE

110
100 CURRENT
TEST PLAN
i k-
80
7 32 FLIGHTS THRU FY 85
60 24 FLIGHTS/YR MAX
50 FACTOR OF
2 MARGIN oV 104
40 /
30 30
20
10
q 1]2[3[a[1]2]3[a[1]2]3]|4]1]2]|3[4[1]|2[3]a[1]2]3][4[1][2]3]4]1]2]3]4
1984 1985 1986 1987 1988 1989 1990 1991
R T B S R *
FISCAL YEARS
Figure 23. Flight Certification Extension Testing Plan Exceeds Factor of 2 Margin Requirements,
LPOTP 01.1 (AZ2v)
/ LPOTP SHAFT
G4.3 (FG1d) ROTATION

HPFTP INSPECTION

® TORQUE TEST

- 7
% Fk f?ﬂ o AXIAL POSITION

® FIRST-STAGE
® BLADES AND NOZZLE
FPB COMBUSTION

AREA INSPECTION

® INJECTOR ELEMENTS
e BAFFLES

© SPARK IGNITERS
e LINER

e ASI CHAMBER

e FACEPLATE

G5.1 (KG2aT)

HPFTP INSPECTION
© TURBINE DISCHARGE

“67.2 (CG1P)

MCC INSPECTION
e LOX POST
DEFLECTOR SHIELDS
® HEAT SHIELD
RETAINER

G3.1 (BG2dT)

HEAT EXCHANGER
INSPECTION

G1(0G1a)

HPOTP INSPECTION
® TURBINE INLET

PNEUMATIC
® SHEET METAL CONTROL
PACKAGE
HPFTP HPOTP
03.3 (BZ2AV)
MCC/INJECTOR HPOTP INSPECTION
F31 INSPECTION ® NO.3BEARING
® FACEPLATE
HPFTP SHAFT © LOX POST TIPS
ROTATION ® BAFFLES

® TORQUE TEST

® SHAFT POSITION
(DIMENSION R)

® SHAFT AXIAL
TRAVEL
(DIMENSION M)

Figure 24.

616

© ASI CHAMBER

©SPARK IGNITERS

® STRAIGHTNESS
CHECKS

e LOX POST LEAK
TESTS

e LINER

® ACOUSTIC CAVITIES

Internal Inspection and Shaft Rotation Access LPOTP Side of Engine.



1ST-STAGE

NOZZLE
FIBERSCOPE
TIP
FIRST-STAGE
TURBINE BLADES
ADAPTER
GUIDE
JOINT G4.3
(FG1d)

P

\ &

i FIBERSCOPE —
AN .

Figure 25. HPFTP First Stage Turbine Blades and Nozzle.

()
Y
\\\\\\\\ A b

4

Figure 26. HPOTP No. 3 Bearing Photographic Condition Recording.

617



SOLID ROCKET MOTOR CERTIFICATION TO MEET SPACE SHUTTLE REQUIREMENTS:
FROM CHALLENGE TO ACHIEVEMENT

John Q. Miller, National Aeronautics and Space Administration
George C. Marshall Space Flight Center, AL and
Joe C. Kilminster, Morton Thiokol, Inc., Brigham City, UT

ABSTRACT

The Solid Rocket Motor (SRM) for the Space Shuttle was by contract requirement. a state-of-the art
motor design to the maximum extent possible.

There were three design requirements for which there was no existing solid rocket motor experience.
These were: the requirement for a unique thrust-time trace to meet unique Space Shuttle requirements,
the requirement for 20 uses of the principal hardware, and the requirement for a moveable nozzle with
an 89 omniaxial vectoring capability.

These three unique requirements are discussed and the solutions presented.
DESCRIPTION
THRUST-TIME TRACE

The development of the solid rocket motor thrust-time trace requirements and certification will be
discussed.

Requirement

Estabiishment of the SRM thrust-time characteristic was based upon a residual force requirement
derived from Shuttle system flight synthesis (Figure 1 ). Residual force is the force required to
accelerate the Shuttle vehicle along a flight path 16 :
after subtracting the thrust of the SSME's.

Associated with this requirement was a vehicle AL e IR L ////
1iftoff thrust to weight ratio of 1.5, a maximum |
vehicle dynamic pressure of 650 psf, and a vehicle a2 /;/
maximum acceleration 1imit of 3g. The specifica-
tion of SRM residual force requirements enabled
the SRM contractor to conduct design trade studies
which culminated in the definition of a thrust-
time history meeting system requirements. The
results of these studies led to a more conventional
definition of SRM thrust-time history requirements
(Figure 2) which are currently included in the SRM
Contract End Item specification.

/’_\ REFERENCE /

08 [
!—S:O Frdt P \
04 §o%nat >

RESIDUAL FORCE, Fg X 106 (LB)

[ M
Analytical Design Approach i
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The large size of the SRM, combined with a

limited number of development tests (4), precluded TIME (SEC)
a "cut-and-try" approach to curve shape tailoring. NOMENGLATURE:

Rather, analytical assessments of the various Fa T AN T AN RS OUAL FONCE o
mechanisms that can affect curve shape had to be “' RN 1Y N6 S e

made. Results of these assessments were then used
as guidelines in establishing reasonable Contract FIGURE 1. SRM PERFORMANCE REQUIREMENiS

End Item (CEI) specification Timits on the nominal

thrust trace shape. They also were used for contingency planning in the mandrel procurement, wherein
enough flexibility was built into the initial mandrel configuration to counteract the most probable
extremes in curve shape., The first two static tests (DM-1 and DM-2) showed that the actual curve

shape, while containing some variations, was sufficiently close to the original prediction to preclude
major mandrel modification.

It was determined that the payload performance of the system was quite sensitive to the SRM thrust
trace shape. In order to achieve sufficient control of the trace shape, Rockwell International (RI)
and NASA decided to delineate requirements on the nominal thrust-time shape and also impose impulse
gate requirements at 20 seconds and 60 seconds through which the impulse-time performance must pass.

The basic predictability limits that apply to the thrust-time curve shape of a solid rocket motor
were analyzed based on previous large motor history. Results of this ana1y§1s were used to generate
the envelope requirements within which the nominal thrust must fit and the impulse gate requirements

on nominal performance (Figure 2).
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performance. It was concluded that Timitinj 5
the Shutt’l e pOI"t mass vel ocities to 1evels FIGURE 2. SRB NOMINAL PERFORMANCE REQUIREMENTS (VACUUM, 60°F)

at or below those experienced by the Titan
seven-segment motors would preclude or minimize erosive burnina.

Early in this literature search, a peculiar factor affecting curve shape was recognized. In
many motors, both large and small, the actual trace shapes were more "humped" than the theoretical
traces. Generally, actual traces are initially lower than the theoretical, higher in the middle of
burn, and Tower again near the end of web time. This phenomenon was given the acronym BARF--Burning
Anomaly Rate Factor.

BARF was found in almost all of the 156 in. motors. It was also found in all the Aerojet 260 in.
motors and apparently in the Titan seven-segment motor to a small degree. However, BARF did not occur
in the Titan III C/D (five-segment motor). It is also found in many smaller motors, a notable
example being the 5 in. circular perforation motor (5 in. CP) used by Thiokol for burn rate evaluation.
A similar phenomenon is found in the Super BATES motor.

Based upon the frequency of occurrence of BARF in large motors, it was decided that the BARF
phenomenon was a distinct possibility in the Shuttle SRM and that planning for the mandrel fabrication
should include the flexibility to counter it, should it occur.

The other parameters which were considered potentially significant to a degree that could affect
mandrel design were predictability of Igp and nozzle throat erosion. It should be pointed out that
the Isp loss prediction technique was, ag the time, in a relatively early stage of development. Since
then, the model has been improved such that the prediction of delivered Isp is well within 1%.

From the standpoint of mandrel design, a Tow Igp is far more of a problem than a high Isp because
the constraint imposed by the maximum design pressure, used in the hardware design, precluded any
increase in mass flow rate during the first 20 seconds without an increase in throat area. Any
increase in throat area was precluded by hardware/schedule constraints. Thus the ability to recover
from the effects of Tlow Isp impacts was considered in this analysis.

It should be noted that a 1% predictability deqradation was being imposed upon a baseline
nominal vacuum Igp prediction of 262.2 seconds, which was itself felt to be slightly conservative
since, at that time, the Igp Toss prediction technique indicated the Isp would be slightly higher.
The philosophy of introducing a small degree of conservatism into the prediction of Isp was suggested
by MSFC.

The nominal baseline vacuum specific impulse was conservatively predicted to be 262.2 seconds.
The throat erosion rate was assumed to be 0.008 ips; and accuracy of throat erosion predictability
was assumed to be + 15%, based upon judgment of experienced nozzle designers.

It was assumed that Igp, BARF and throat erosion rate were independent variables. This led to a
statistical approach in the analysis wherein each effect was treated as an independent variable, and
its effect was assessed independently. Impact of BARF on thrust performance is presented in Figure 3.
The one percent low Isp would result in a uniform one percent thrust reduction throughout operation.
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Effect of throat erosion rate variation (+ 15%)
proved to be minimal; at no time did the thrust p\
deviation exceed 0.26% of nominal. 30

Since a mandrel modification after the first ‘§$§§E
static test was allowed for in the planning,
analytical grain design modifications were

undertaken to counteract the effects of the
assumed BARF and Tow Igp.

TH BARF

// \i
//
/

WITHOUT BARF

20 \

Care was taken in the analytical redesign
phase to Timit the mandrel changes, since any
mandrel modification is a relatively expensive,
long lead time effort. Given this constraint, \x

VACUUM THRUST (LBF X 106)

it was impossible to completely counteract
these effects and small residual impulse
deviations remained at the various gates as : \
well as small residual deviations in the thrust- o/
time curve shapes. The total residual thrust

and impulse deviations at the various times were |
then determined by a root sum squaring of the _ FIGURE 3. EFFECT OF BARF ON TC-227A-75 THRUST PERFORMANCE
three components. These residual deviations then formed the base for establishing specification
1imits, although more information was needed to completely quantify the Timits.

60 70 90 100 110 120
TIME (SEC)

Figure 4 presents the basic grain design. No design modifications were necessary to counteract
Tow Igp or to counteract BARF.

FWD SEGMENT
STAR GEOMETRY

At this point, information was not avail- e 13t 183.561 —| ~20.18 —{|-3.82
able to completely quantify CEI specification Faﬁo __F;J 62,614
limits on impulse gates and the thrust envelope. L Y
This was because the grain design modifications A ! 093
were to be made only after one motor firing and ¥ ST aoli= 358
there was a distinct possibility that it would CTRSEGMENT (2)  [~50.84+f gy g5 . NUMBER POINTS + 11
not be a nominal motor, due to normal ballistic Cass == TTes
performance reproducibility. Further, the 1
accuracy of the data acquisition system ] o3
(+ 0.5%) impact on these uncertainties needed 517788 -
to be assessed and added into the specified AFT SEGMENT h-4.02
tolerances. a.‘b’."""F——-'“'“‘_“" Seaed 8

us! tors 1—;1.51 A0.32¥ 422] g0 5515075

The potential dispersion that a particular _ L45, 0

motor could have from the nominal performance >k

of a population was estimated by reviewing
Stage I Minuteman data. A population of 23
motors was examined to determine the coeffi- FIGURE 4. BASIC GRAIN DESIGN

cient of variation in impulse yielded at 38%

of web burn. This variation, when multiplied

by an appropriate K factor, was assumed to represent the maximum 1imit that the DM-1 impulse could be
dispersed from the true population nominal at 20 seconds (17.8% of web burn) and 60 seconds (53.3% of

burn)with a 90% confidence and 99% probability. The resulting dispersion was 1.55%. This also is a

reasonable estimate for the instantaneous thrust dispersion at any time.

The assessment of impulse reproducibility at a fixed percent web burn was made to factor out the
effect of burn rate, since predictability of nominal burn rate was not a pertinent variable in this
study.

The total potential dispersion in impulse values at 20 and 60 seconds and in the thrust time curve
were then estimated by root-sum-squaring the residual components due to BARF, Isp predictability,
throat erosion rate predictability, normal motor reproducibility, and instrumentation accuracy.

Tables I and II present the value of each component and the total (RSS) value, respectively, for
impulse gates and thrust-time curve, and compare these estimates to those finally selected for the
CEI specification.
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TABLE 1
POTENTIAL DEVIATION FROM PREDICTED IMPULSE AT 20 SEC, 60 SEC, AND ACTION TIME

Potential Deviation From Predicted Normal

Nominal (%) Selected CEI
. e A , X | Specification Limit
Time predicted Vacuum bue to Due to Due to Due to Tue to Motor Total About Population
——{sec)  impulse (Mib-sec)  BARF Isp Throat Erosion  Instrumentation Reproducibility (RsS) Nominal (%)
20 60.03 0.611 1.017 0.05 0.50 1.525 ‘2.0 -2.0 (minimum)
60 161.74 0.178 0.479 0.125 0.50 1.525 V1.7 +3.0, -1.0
Action Time 291.07 0.070 0.872 0.130 0.50 0.0 ¢ 1.0 1.0 (minimem
TABLE I1
POTENTIAL DEVIATION FROM PREDICTED THRUST AT VARIOUS TIME
3 Selected CEI
Nosinal Potential Deviation From Predicted Nominal Thrust, Percent Nominal Speciﬂcat!on Linn:t
Time Predicted Due to bz }0 Due to Due to Due to Motor Total About Popu:lanur_' Nominal,
(sec) Vacuum Thrust (1b) BARF L sp Throat Erosion Instrumentation Reproducibility (RSS) _ % Nomipal ____
1 2,849,000 +0.663 -0.718 0.0 +0.5 + 1.5 1.9 3.0
10 3,065,000 +1.095 -0.852 0.05 + 0.5 2 1.5 2.1 3.0
20 3,157,000 -0.394 -1.017 0.10 + 0.5 £ 15 1 3.0
30 2,729,000 +0.465 +4.504 0.13 + 0.5 + 1.5 4.8 3.0
40 2,453,000 -0.487  +5.992 0.17 + 0.5 #7155 6.2 3.0
50 2,259,000 -0.436 +1.195 0.21 + 0.5 + 1.5 2.0 3.0
60 2,325 000 -0.233  -1.831 0.25 + 0.5 + 145 2.4 3.0
70 2,465,000 -0.321 -1.982 0.25 + 0.5 £ 1¥h 257 3.0
80 2,523,000 -0.542 -2.324 0.25 + 0.5 + 1.5 2.9 3.0
90 2,330,000 -1.428 -2.588 0.26 + 0.5 1.5 3.4 3.0
100 2,131,000 +1.243 -2.862 0.26 + 0.5 2 k.5 35 3.0
110 1,881,000 +1.228 -2.355 0.26 + 0.5 + 1.5 3.1 -3.6 +3.0
120 416,000 -3.299 -6.331 0.26 £9.5 $ 1% 74 ) -87.6 +54.6

Test Results

Data from the first two static test firings were analyzed and, based upon these data, the following
observations were drawn.

1. No erosive burning was observed.

2. The BARF phenomenon did not occur.

3. Vacuum delivered specific impulse was about 265 seconds, based upon expended propellant
weight.

4. During the first 6 seconds, flow conditions in the star region produced head-to-aft end
stagnation pressure drops in excess of theoretical one-dimensional predictions. The flow field in the
star region appears to offer the most reasonable explanation for this phenomenon. The flow in the
valleys at the aft end of the star, where the valleys end (Figure 4), must be directed radially
inward towards a central core of axial flow. At the star/CP transition, this core must be constrained
to the diameter of the CP. If throughout the star the flow is contained within approximately this
diameter, the effective port area for axial flow is considerably less than the star cross-sectional
port area. The resulting pressure drops, due to axial velocity, would be of the magnitude observed.
This effective port area then gradually increases until around 6 seconds, when the full port area of

the star is utilized for axial flow and measured pressure drops are in good agreement with theoretical
predictions.

Since there was such excellent agreement between the predicted curve shape made with the analyti-
cal model and test data, no major mandrel modification from the DM-1 configuration was required to
satisfy nominal curve shape and impulse gate requirements. Figure 5 compares the projected final
flight motor configuration thrust-time performance with the CEI thrust requirements, and Table III
compares the projected 20 and 60 second impulse values with specification requirements. As can be
seen, the nominal thrust performance will essentially satisfy the requirements in all areas.
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SOLID ROCKET MOTOR CASE 82 —— =
=D

The overall design philosophy for the ., a \\\
Solid Rocket Motor case was to develop a 1§\\ e 1
simple, rugged and effective design based 24 = <._“=;‘:;;;“‘f\f\ —~——
upon the use of proven techniques and = ~—= = -
concepts. Major emphasis was placed on % 20 > S
reusability and performance reproduci- u W\
biTity. S s o

3

Each motor case consists of 11 indivi-E 12 | \
qua1 case segments that are assembled \4\
into casting segments prior to propellant o8 \ \
loading. The casting segments consist \ A
of two interchangeable center segments 04 \
and forward and aft segments. There arc \\
;gur deliverable casting segments per op - % = = = s 0

. TIME (SEC)

The intent here is to d'iSCUSS thOSE FIGURE 5. DM-3 PRELIMINARY PREDICTION
criteria, testing and certification require-
ments affecting the reusability of the SRM case. TABLE I11

Design Requirements L REQUIREHENTS NOMTNAL, 80°F

The design requirements for the Space Shuttle Time CEI Required Impulse Predicted Impulse
SRM case were evolved from three major sources: _ (see) _ (Mib-secj __(Mib-sec)
those specified by the contracting organization (NASA), Min Max
those self-imposed by the motor manufacturer 20 58.83 R 61.20
(Thiokol) and those which inherently exist due to 60 160.12 166.69 164.89
fabrication, processing and transportation 1imits. Action Time  288.16 - 293.63

It is not within the scope of this paper to Tist
all requirements, but rather to 1ist only the requirements which were considered to be the major
drivers in the evolution of the current case design.

Basic Strength/Toughness/Elongation

Minimum ultimate tensile strength = 195 ksi
Minimum tensile yeild strength = 180 ksi
Typical fracture toughness = 90 ksi“Vin.
Minimum elongation = 8%
Minimum reduction in area = 25%
General Safety Factors
Before SRM separation
Yield factor of safety =1.10
Ultimate factor of safety =1.40
After SRM separation
Yield factor of safety = T To*
Ultimate factor of safety =1 ,25%

Safety Factors for Pressures

Before SRB separation
Yield pressure
Ultimate pressure

1.2 x 1imit pressure
1.40 x 1imit pressure

After SRB separation (water recovery, etc.)
Yield pressure = 1.10* Timit pressure
Ultimate pressure 1.25* x Timit pressure

* This is a design goal only for water impact loads.

The SRM case and its components must be capable of reuse following recovery and retrieval after

submersion in sea water for up to seven days (168 hrs.) The SRM case and its components must meet the

refurbishment and reuse cycle that supports the Space Shuttle System turnaround time from 1ift-off to

lift-off.
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Design Description

The baseline SRM case design utilizes D6AC material with minimum yield and ultimate strengths of
180,000 psi and 195,000 psi, respectively.

D6AC was selected as the baseline material primarily for strength, high fracture toughness, cost,
and schedule credibility. The material has been used broadly in SRM applications, and its use has
resulted in a successful case program.

The baseline design has a cylindrical wall minimum thickness of 0.477 in. and a maximum expected
operating pressure (MEOP) of 936 psig. The minimum burst pressure is predicted to be 1,310 psig,
providing a 1.4 safety factor. The proof test pressure for each segment js 1,128 psig.

Figure 6 shows the case design schematically, with the basic dimensional data.

The segmented concept consists of nine

cylindrical segments, plus a forward and l 160.00 ! o e
an aft segment. Clevis type mechanical £-18 T g
joints allow for a completely weld- A 2 1035
free case assmebly. e s cve | ov | ov | ow | e | en DIA
Ll &
Segment Joint Testing / ,n~,cﬂ[Krusre.m\
The segment joint, which is utilized S OEWALDY JOINT ATTACH STIFFENER RING AFT Y

to connect each segment to the adjacent
segment(s), is in the form of a tang and
clevis (Figure 7). This general type of
joint has been used successfully on both
120 and 156 in. diameter test cases and on

the Titan III SRM. However, the man-

rating and reusability requirements of the

Space Shuttle SRM case created a need for FIGURE (6 SRR GASE
additional design features and further i

testing.

behavior of the joint was assessed in a
bench test program. In this program,
strength, fatigue, corrosive effects, and <P

selected manufacturing anomalies were ———————-:l
assessed through the use of full scale
tension sections of the segment joint.

A total of 10 tests were conducted which
included combinations of: nominal, over-
sized holes, flawed, missing pins, abnor-

Initially, the general structural CASE J//—ST&LMNNﬂumEa

CASE

mally Tow toughness and highly corroded

specimens. A summary of the results

obtained is presented in Table IV. AIll - 0-RINGS
testing was highly successful and

resulted in predicted factors of safety Froie . s e eral

well above the required 1.4 value.

Reusability

Techno1ogica1 excellence is required to develop a highly reliable SRM booster on the basis of the
mglt1gle reuse concept. Fracture control is an important area of technology that demands close
attention.

The need.for a comprehensive, well controlled fracture control program is the underlying theme tn
q]] case design, fabrication, inspection and refurbishment efforts that relate to case reuse. Accord-
ingly, a program was developed that integrates checks and controls into the case design fabrication -
procedure to insure that the case will completely fulfill the cyclic ( reuse) mission requirements.

There are basically two methods of insuring that a critical flaw does not exist in design hardware.
It must be prgcludeq by nondestructive inspection NDI techniques, or the hardware must be demonstrated
by proof testing prior to use. The requirements of the Space Shuttle program are such that both
techniques are employed.
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TABLE IV

SUMMARY OF JOINT TESTS

Failure

Factor
Test Lgad of
Specimen No. Type Test (10° 1b) Safety Cycles Remarks

1 1 5 Pin - Nominal Burst 1.04 223 --- Pin and clevis arm failure.

2 2 5 Pin - Nominal Burst 1.00 2127, --- Pin and clevis arm failure.

3 3 5 Pin - Nominal Cyclic and Burst 1.01 2.7 240 After cycling, no pin marked and
minor hole elongation. Clevis
arm failure.

4 6 5 Pin - Oversize Hole Burst 1.00 2.15 - Clevis holes bearing failure.

(0.010 in. large dia) Clevis arms spread.
5 5 4 Pin - Nominal Burst 0.80 2.15 -—- Specimen did not separate. Pin
bending and clevis hole bearing
failure.
6 7 5 Pin - Bushing Cyclic and Burst 1.025 2.20 160 No bushing deformation after cycling.
(0.050 in. wall Clevis arm failure.
thickness - D6AC)

7 4 5 Pin - 1st Flaw Cyclic and Burst 0.80 1.72 160 No crack growth. Notch failure
(0.050 deep - between tang holes at 800 K.
Jewelers File)

8 8 5 Pin - 2nd Flaw Cyclic and Durst 0.855 1.83 160 Crack between tang holes at 685 K
(0.050 deep - EPDM) on burst cycle. Burst 855 K.

9 9 5 Pin - Low K|C - Cyclic and Burst 0.825 1.77 1 Crack between holes at 453 K during
Flaw (0.050 deep - Ist cycle at tang flaw.
EPDM)

10 10 5 Pin - Corrosion Cyclic and Burst 1.025 2.20 240 Clevis Failure.

et AP Jodntos Rk 5 Pin Joint
Limit Load = 373,000 1b (Maximum Flight Load) Limit Load = 466,000 1b (Maximum Flight Load)
Ultimate = 1.4 Limit - 523,000 1b 18% Proof = 515,000 1b

Ultimate = 1.40 Limit - 653,000 1b

i i stipulates that the largest flaw which can escape detection with specified
NDI T3$1T1:§§ gﬁg:12§m§2$tica$ size through 20 uses of the case. Qne use of the case encompasses all
events associated with its use as it proceeds through thg fabrication, 1oad1ng, Taunch, recoveryﬁ
refurbishment and proof test sequence. Compliance to this requirement is demonstrated through the
application of principles of Tinear fracture mechanics.

The second requirement for the SRM case associated with fracture mechanics/flaw growth principles
requires that the case be proof tested prior to flight to a load level which will screen out (by case
failure) all existing flaws which are critical for flight, or would become critical if the flaw were
allowed to grow (theoretically) through four missions. One mission is defined as one motor operating
(pressure) cycle plus one water impact sequence.

MOVABLE NOZZLE WITH 8° OMNIAXIAL VECTOR CAPABILITY

The Solid Rocket Motor nozzle is a convergent-divergent moveable design containing an aft pivot
point flexible bearing as the gimbal mechanism (Figures 8 and 9). The nozzle is partially submerged
to minimize erosive conditions in the aft end of the motor and to fit within envelope Tength 1imita-
tions. The nozzle provides attach points for the thrust vector control (TVC) actuators, an attachment
structure to mate with the motor aft closure, a capability for jettisoning a part of the aft exit cone
after burnout to reduce water impact damage to the nozzle flexible bearing.

TVC for the Space Shuttle SRM is obtained by omniaxis vectoring of the nozzle. The vector require-

ments of the system, the impact of multiple reuse on the components, and the unique problems
associated with a large flexible bearing are discussed. The subscale bearing development program
is also presented.

Requirements

Omniaxial requirements for the SRM nozzles are shown in Figure 10. The 7.1 deg of nozzle vector-
ing required in the vehicle's pitch and yaw axes decreases to 5 deg in the 45 deg plane between the
pitch and yaw axes. By locating the actuators in this 45 deg plane, they could be designed with a
stroke equivalent to 5 deg, yet, when operated in unison, provide. the total 7.1 deg required in the
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pitch and yaw planes. The flexible
bearing which permits the movement
of the nozzle was designed for a
maximum omniaxial nozzle vectoring
of + 8 deg; thus, allowance of 0.9
deg was incorporated in the design
to allow for geometric misalignment
and actuator overtravel. Require-
ments for the nozzle bearing are
tabulated on Table V.

The requirement was placed upon
the nozzle flexible bearing elastomer

CARBON CLOTH CARBON CLOTH

CARBON CLOTH

FLEX BEARING
STEEL SHIMS
NATURAL RUBBER PADS
STEEL END RINGS

SILICONE RUBBER BOOT
that it be reused nine times. The

reuse requirement was a significant
driver in the design of the nozzle
flexible bearing. Components were
designed so that they would withstand

the high loads encountered at the time of
water impact.

FIGURE 8. NOZZLE FORWARD ASSEMBLY

Flexible Bearing Design CARBON CLOTH

The flexible bearing consists of
alternate lamina of natural rubber elasto-
mer and steel shims between a forward and
aft end ring (Figure 11). Ten metal shims
and 11 layers of elastomer are vulcanized
to each other and the end rings. The elastomer
provides the flexibility that permits the
nozzle to vector. The flexible bearing
is designed to be used 10 times without
replacing the elastomer pads. After each
flight the flexible bearing is disassembled
from the nozzle and placed in a test
fixture, where extensive tests are conducted
to insure its integrity prior to reuse
in another nozzle. Calculations and
subscale test data show that the
elastomer will be suitable for a mini- e
mum of 10 uses. Should the testing 8.0 TOTAL OMNIAXIAL REQUIREMENT PITCH
between flights indicate that the bear-~ L
ing elastomer has been damaged during
a flight or recovery operation, the
bearing can be disassembled by cutting
it apart and the metal parts can
be refurbished and reused. The parts
can then be cleaned and the bearing
remolded with new elastomer pads.
Experience in the flight program has ; 5 it
shown that bearing reuse is feasible i
and a bearing in STS-7 has been used
three times in static tests as well 1L
as on STS-2 flight. iL

7075
ALUMINUM

7075

ALUMINUM GLASS CLOTH

FIGURE 9. NOZZLE EXIT CONE ASSEMBLY

OMNIAXIAL DEFLECTION REQUIREMENT

7.1 DEG CONTROL REQUIREMENT
0.5 DEG GEOMETRICAL MISALIGNMENT
0.4 OVERTRAVEL

ACTUATOR ACTUATOR
AXIS AXIS

VEHICLE
YAW AXIS

7.1 DEG

Testing
The flexible bearing is the oSGl 2 ERRASTRATDR AR
largest ever built for a flight FORWARD

program. While the design concepts
were state-of-the-art, it was deemed
advisable to conduct a development
program to assure that the bearing could

FIGURE 10. SOLID ROCKET MOTOR TVC REQUIREMENTS
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be reused as required and to obtain performance characteristics

such as torque, various spring constants, and the center of rota- ity

tion when vectored. The development program consisted of fabrica- NOZZLE BEARING DESIGN REQUIREMENTS
ting three subscale bearings approximately one-quarter size

(Figure 12) and three full size prototype bearings. Two of the Omniaxial Vector Capability 2 deg
three subscale bearings were, in fact, true geometric subscales Actuator Stall Load 103.424 1b

designed by scaling all of the dimensions to approximately one-

quarter the size of the full size bearing. The other subscale Frg it SEast

was of the same general size as the first two, but had only two TotaliUselRequi ramcnts

metal shims and three elastomer pads, whose thicknesses were not Metal Parts 20 times
scaled down but were the same as on the full scale bearing. The Bearing Elastomer 10 times
true subscale 10-shim bearings were fabricated and tested and SatatyiFactors

provided data which, when scaled up to full size,indicated that Prior to QELE
the performance of the bearing would be acceptable. The bearings Separation  Separation
have also been vectored through duty cycles equivalent to the Structure 1.4 Ultimate 1.25 Ultimate
actual flight service (plus acceptance testing) that would be Nonpressure Vessel 1.1 Yield 1.1 Yield
experienced in 10 flights. These data indicated that the fatigue Pressure Vessel 1.2 Yield 1.2 Yield
characteristics of elastomer are adequate for the 10 uses

required.

The major problemsin the development of the | | r
full size flex bearing were the complexity of the | s e S 770
mold (Figure 13) necessary to fabricate the bear- i
ing and the requisement to uniformly heat the
rubber to the 300°F temperature without over-
heating the rubber next to the heating elements.

Several of the early bearings experienced uneven
heating and the subsequent lack of vulcanization g, PROTECTIVE COATING

between the rubber pads and metal shims. A very
severe test has been developed where the flex
bearing is Tongitudinally stretched two inches
and inspected for unbonds. This test has shown

END RING ELASTOMER (0.293 THICKNESS)

METAL SHIM (0.427 THICKNESS)

that while several of the early bearings lacked WEIGHT SUMMARY (LB)
areas of vulcanization and had to be disassembled FORWARD END RING _ 1.267
and rebuilt, the more recent bearings have all been B 3,757
properly vulcanized. AFT END RING L2;
MISCELLANEOUS _i
The two-shim subscale bearing was primarily TOTAL 6,89

designed to provide processing data to confirm
that thick pads of elastomer could be manufactured
that would have the desired
fatigue characteristics. Some
performance data were also
obtained with this bearing.

FIGURE 11, FLEXIBLE BEARING CROSS SECTION

—— BEARING ¢ — - BEARING ¢ - s

THREE ELASTOMER PADS

As mentioned, three proto- |
type flexible bearings were also
included in the development
program. These bearings were
fabricated and extensively
tested to confirm that perform- >
ance was within specifications — 0 -
and that the fatigue life of the i
elastomer in the flexible bearing FIGURE 12. SUBSCALE FLEXIBLE BEARING DETAILS
environment meets the minimum
10-use criteria. These three bearings also provided repeatability data and confirmed that the
abbreviated acceptance tests to be conducted on each bearing prior to use are adequate to insure that
it is suitable for reuse.

CONCLUSTONS

There have been four development motor tests and three qualification motor tests in the basic SRM
development program. There have been six DDT&E (twelve instrumented SRM's) flights.

A1l pressure-time traces for the development, qualification and flight test motors in the DDT&E
program, (less STS-6, data not  yet available) when corrected to standard burn rate, pressure and
propellant mean bulk temperature have fallen well within the predictability Timits established in the
CEI specification (Figure 14).
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42 motor case components used in static firings during the development program have been reused
in flight. DDT&E flight six had 4 motor case components reused from DDT&E flight one.

A nozzle flexible bearing has been reused three times during the DDT&E program.

Four nozzle

flexible bearings have been reused in the DDT&E flight program, and one of the nozzle flexible bear-

ings in STS-6 was reused from DDT&E flight one.

It was nearly 5 years old.

In all cases the

demonstrated torque has been less than the Timits established in the CEI specification.

N
1)
ﬁmunw

FIGURE 13. NOZZLE FLEXIBLE BEARING MOLD

PRESSURE KPa (PSIA)

b 205
(900)

5516

(800)

4827
(700)
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(600)

3447
(500)

2758
(400)

2068
(300)

1379
(200)

DATA CORRECTED T

0 15.6°C (60°F) AND

0.935 cm/SEC (0.368 IN./SEC) BURN RATE

689.5
(100)

40

60
TIME (SEC)

80 100

FIGURE 14. COMPOSITE OF 13 BASELINE SRM PRESSURE TRACES
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DEBRIS CONTROL DESIGN ACHIEVEMENTS OF THE BOOSTER SEPARATION MOTORS

Gerald W. Smith
Marshall Space Flight Center
Huntseville, Alabama

Charles A. Chase
United Techmologies Corporation, Chemical Systems Division
Sunnyvale, California

ABSTRACT

The stringent debris control requirements imposed on the design of the Space Shuttle booster separa-
tion motor are described along with the verification program implemented to ensure compliance with debris
control objectives. The principal areas emphasized in the design and development of the Booster Separa-
tion Motor (BSM) relative to debris control were the propellant formulation and nozzle closures which
protect the motors from aerodynamic heating and moisture. A description of the motor design require-
ments, the propellant formulation and verification program, and the nozzle closures design and verifica—

tion are presented.

INTRODUCTION

The Space Shuttle solid rocket booster separation system is designed to ensure safe separation of
each of the Solid Rocket Boosters (SRBa) from the External Tank (EI) without damaging or recontacting
the Shuttle Orbiter/ET during or after separatiomn. Eight solid BSMs, four mounted in the SEB nose
frustrum and four mounted externally on the aft skirt (Fig. 1), provide the impulse and momentum
required to move each SBB radizlly outward from the ET. 4As the SRBs move outward from the ET, the
slightly downward thrust vector of the SSME (Fig. 2) causes the orbiter to be exposed to the exhaust
plume of the forward BSMs.

"FOAWARD SEPARATION
MOTORS (4)

AFY SEPARATION MOTORS (4)

Figure 2. Computer Simulation of SRB
Figure 1. BSM Locations. Separation Sequence.

SKB separation nominally occurs at a flight time of 124 sec, an altitude of approximately 140,000
ft, and a mach number of 4.5. The initial conditions for separation {(dynamic pressure, angle of attack,
sideslip angle, and body angular rates) will be different for each flight depending on ascent winds,
atmospheric conditions, SRB thrust tailoff miematch, flight control system status, and SSME operating
status. A set of design initial conditione was defined which reflected a composite of nominal and
malfunction flight conditions and provided the basis for sizing the system. The BSM thrust and total
impulse requirements were derived from these design initial conditions (Table 1).

DESIGN DRIVERS FOR DEBRIS CONTROL

[ Plume exposure tests of Orbiter and ET Thermal Protection System (TPS) materials conducted at the
Air Force Arnold Engineering Development Center indicated that even short-term exposure of these
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TABLE 1, BSM PERFORMANCE AND DESIGN REQUIREMENTS

o PERFORMANCE
Thrust level (max), 1bf
Web action time average thrust (min), Ibf
Web action time impulse {min), lb-sec
Action time impulse (min), 1lb-sec
Web action time (max), sec
Ignition interval to 75% max thrust, msec

Time to thrust equal to or greater than
web action average thrust (max), msec

Time from end of web action time (EWAT)
to 50% of pressure at EWAT, msec

Maximum pressure at EWAT, psi
Propellant bulk temperature, °F

o DESIGN -
Weight (max), 1b
Length (max), in.
Diameter (max) in.
Nozzle cant angle, degrees

Propellant stabiliry additives (max) %

Propellant burning rate additives (max) %

29,000
18,500
14,000
15,000
0.8

30 to 100

200

100
2,000
30 to 120

154
34.6
12.88
20

meterials to the solid rocket motor exhaust plume resulted in extensive material damage. IES materials

exposed to exhaust plumes in a manner that sirulated the anticilpate

3 flight conditions relative to

geparation distance and exposure time experienced rather significant erosion and particle debris damage.
The Orbiter insulation, consisting of rigidized gilica fiber felt with a thin borosilicate glass coating,
is designed for multiple reuses, and replacement of the Tps tiles is & coatly process. Aluminum oxide

particles and debris from sources such as igniter tape, igniter propellant, and nozzle materials eroded

and fractured the TPS coating to the extent that similar ercsilon during flight would require replacement

of the TPB.

The sensitivity of the Orbiter/ET TPS to
exhaust plume debris resulted in relocation of the’
BSMs on the SRB and a reduced motoT butning time
requirement. The forward BSMs were moved from the
SRE forward ekirts to the nose frustum and oriented
as shown in Figure 3. This location and orienta=
tion, combined with & maximum burning time regquire- .
ment of 0.8 sec, minimizes exposure of tha TPS to York and
the plume during normal separation conditions. In orbiur 0
a similar manner, the aft BSMs were moved to the SRA ~Ts
SRB aft skirt and the nozzle canted 20 deg tc .
eliminate plume impingement on lower surfaces of
the Orbiter. Since the TPS can be exposed to the
motor exhaust plumes for short periods in off-
nominal or abort- separatioms, gdditional design
constraints were imposed on the BSM to minimize the

WV ew laoking alt

ampunt of damage. Figure 3.

PERFORMANCE AND DESIGN CONSTRAINTS

Arquwements

® BBSM per SRE
» F 20,0001 pm BSM
s ‘b 0Tb
& Installauun angles
LINET I

Shuttle Separation System.

The BSM performance requirements refiect an emphasis on control of exhaust debrie. The require-
ments that motor burning time shall not exceed 0.8 sec and that tailoff pressure shall decay to 50%
within 100 meec were established to terminate the motor burning time and collapse the exhaust plume

before the Orbiter could intersect the motor plume boundary. In addition,

the contoured nozzle 1is

designed to minimize the expansion of the gaseous and particulate plume &at EWAT and during talloff.
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Control of exhaust debris is reflected in the design requirements for the igniter, nozzle, nozzle
closures, and propellant. The nozzle and igniter were designed to preclude the generation of debris thus
limiting the types of materials and coatings that could be used. Propellant particulate debris is con-
trolled by limiting the amount of burning rate and stability additives to 1l and 2%, respectively. A
similar constraint is imposed on the igniter propellant. Additionally, the igniter design was modified
to eliminate the ejection of unburned igniter and boost charge particulates. The igniter design
features a booster charge retainer with mylar sheet to contain the charge during handling and shipping
and a radially perforated igniter case to ensure complete burning of the booster charge and igniter
propellants before exiting the nozzle.

PROPELLANT FORMULATION

The selection of 1% and 2% limitations on the burn rate and stability additives represented a
compromise between minimizing particulate debris and ensuring adequate combustion stability margin.
Rigorous combustion stability requirements were imposed on the motor design and the development program
to ensure stable operation of the motor. Two propellant formulations were selected for initial develop-
ment testing, the baseline propellant containing 2% aluminum powder and an alternate containing a mix
of aluminum and alumina. The baseline propellant selected for the BSM is an 86% solids/2% aluminum
HTPB propellant with formulation and key properties as shown in Table 2.

TABLE 2. UTP - 19,048 BSM PROPELLANT

o FORMULATION

Hydroxy-terminated polybutadiene binder, % 14.0
Iron oxide catalyst, 7% 0.25
Aluminum powder, 7% 2.00
Ammonium perchlorate, Z% 83.75

o PROPERTIES

Theoretical specific impulse, sec 250
Theoretical density, lb/in.3 0.0614
Burning rate at 1500 psia/70°F, in./sec 0.8
Pressure exponent 0.45
Tensile strength at 70°F, psi 200
Elongation at 70°F, % 40
End of mix viscosity (140°F), kps 5
Pot-life, hr 20
Autoignition temperature, °F

10 sec 685

30 sec 570

60 min 420

Combustion stability was a major consideration in the design of the BSM since propellants with low
solid particles in the exhaust tend to produce chamber pressure oscillations. The evaluation of com-—
bustion stability included (1) a preliminary stability evaluation based on an analysis of interactions
between combustion and flowfield and (2) pulse tests in prototype and development motors to determine
experimentally the stability of the motor. The stability of pressure disturbances of small amplitude
is balanced between the combustion processes that supply energy to the disturbance and other processes
that remove energy (i.e., nozzle, flow turning, and particulate damping). The evaluation of the
mechanisms contributing to motor stability were evaluated using a combination of analytical techniques
for particle and nozzle losses and flow turning and experimental data for pressure coupled response
using T-burner results. The T-burner characterization program was conducted using the baseline pro-
pellant formulation. The tests were run at 1350 psia using the pulse-variable area method which had
been used extensively for testing highly aluminized propellants. Cylindrical grains were used with area
ratio variations from 2.67 to 6.67 and frequency variations from 480 to 900 hz, One series of tests was
conducted with the grains preheated to approximately 130°F. The test results revealed a low response
function for combustion driving indicating a reduced susceptibility towards instability in the motor.

630




The uncertainties involved in completely defining and characterizing the mechanisms effecting motor
stability necessitated full-scale motor pulse tests. Four prototype and several development motors
were pulsed at a 5% overpressure at 200 and 400 msec after ignition to demonstrate stability throughout
web burn time. The results of these tests, which revealed a highly damped response to the overpressure,
verified the stability of the propellant-motor combination over a wide frequency range in both the axial
and transverse modes.

NOZZLE ENVIRONMENTAL COVER

The BSMs have their nozzle exit cones exposed to the atmospheric elements that exist at the
Kennedy Space facility as well as the environments of launch. In order to preclude the ability of these
environments from affecting the condition of components within the motor (such as, the propellant grain
and igniter) it was necessary to provide a nozzle closure. This closure had to satisfy the following
basic requirements:

1. Provide a humidity seal for the motor for a time period of 6 months on the launch pad.

2. Be hermetic (no leaks) when the closure is subjected to a differential pressure of 4 psi.
3. Protect the BSMs from all launch and ascent thermal and acoustic environments.

4. Open completely during the ignition transient time.

5. Do not produce any debris during ascent, separation, or booster re-entry that could possibly
impact the Shuttle Orbiter.

The latter requirement is particularly challenging for the nozzle closure of the BSMs mounted with-
in the nose cone of the Solid Rocket Boosters (SRBs). The location of the forward and aft mounted BSMs
is shown in Figure 1. From Figure 2 it can be seen that the SRB nose cones are mounted forward of the
Orbiter. Also, in order to obtain the outward and downward movement of the SRBs relative to Orbiter,
it is necessary for these forward BSMs to have their nozzles pointed upward and inward toward the
Orbiter. This creates a significant problem in that any portion of the nozzle closure that might be
ejected during booster separation could severely damage the Orbiter and potentially cause loss of the
mission. Thus, a major requirement imposed on the forward BSMs is that the nozzle environmental closure
not only seal the motor from outside elements, open almost instantaneously during motor ignition, but
that upon opening the nozzle closure must remain attached to the BSM and not allow any solid ejecta.
Figures 1 and 2 show that the aft mounted BSMs are located aft of the Orbiter with their nozzles directed
aft of the Orbiter. Therefore, nozzle closure debris from these motors is acceptable since it poses no
threat to the Orbiter.

FORWARD BSM NOZZLE CLOSURE

A debris-free nozzle closure posed a unique design problem. Many propulsion systems have nozzle
closures but they are simply ejected upon motor ignition. Therefore, no data/experience base existed
upon which the BSM program could draw information. Numerous concepts were evaluated including various
kevlar reinforced rubber closures that were configured to petal open and then slide forward to avoid
ablation of the petals by the BSM exhaust plume. This system had promising features but introduced
potential hermetic sealing problems, aeroheating concerns, and possible flight dynamics interactions
that would be difficult to simulate in ground testing.

After further evaluation of potential approaches it was decided to design and test a rigid metal
cover that could be made to hinge open during motor ignition as shown in Figure 4. Motor ignition was
required to open the closure because this nozzle cover concept was retrofitted to the existing booster
separation system and no additional ordnance devices were to be considered. The resulting primary
design requirements for the forward mounted BSMs nozzle closure were:

1. Protect the BSM from ascent aeroheating (1600°R).

2. Induce no modifications or additions to the existing electrical or ordnance systems.

3. No solid ejecta can emanate from the closure during all phases of booster flight from launch
through water impact.

4. Nozzle closure must survive the aerodynamic heating, acoustic, vibration, and shock environ-
ments of the booster from launch through water impact.

Nozzle closure must open solely from the impetus provided by motor ignition.

Nozzle closures cannot interfere with either the closures or exhaust plumes of adjacent BSMs
(Fig. 5).
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7. The hinged cover must open a minimum of 145° in order to avoid interference with the BSM
exhaust plume (Fig. 6).

8. The hinged cover must open a maximum of 180° in order to avoid impacting the skin of the SRB
nose fairing.

SRB skin
A
1 . Deployed cover
/ \ Vposition
A i o !
y 7 ‘\ 7
o9 /_ Frangible link T @‘ il
—
Air
Humidity seal stream

4 \
d ) 2y
\ T [
7 msec into 27 msec into K \
Prefire Se N

ignition ignition
Figure 5. Forward BSM Nozzle Closure
Figure 4. Basic Concept for Hinged Cover. Relative Orientation.

—

" e s~ WY

- his &

145° Plume boundary
Yl <Pc = 2,000 psia (MEOP) \

Pamb = 0.547 psia

/ opening position

180° l BSM exit cone
Maximum opening position-/

Hinge point Frangible link ~£

Figure 6. Forward BSM Nozzle Closure Allowable Opening Angles.

The primary design challenge for the hinged cover was to determine how the large amount of rota-
tional energy could be absorbed in time to stop the cover between the angular position of 145 and 180
deg. Extensive study of the problem resulted in the use of a hinge-pin (axis of rotation) that would
twist during cover rotation. This twisting action allowed absorption of a significant portion of the
rotational energy. To absorb the remaining energy, a cantilevered secondary stop was incorporated
which could accurately limit rotational travel to a maximum of 180 deg. To prevent springback to an
angle less than 145 deg, a ratchet engagement device was used.
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The metal hinged cover, shown in Figure 7, consists of a structurally reinforced disc supported at
two points 180 deg apart. At one point, a hinge pin undergoes torsional plastic strain during opera-
tion. At the second point, 180 deg from the hinge pin, the disc is held closed by a stainless steel
frangible link. At a given ignition pressure, the frangible link will break and the cover will swing
open. During the opening process, the hinge pin will deform torsionally and absorb the accumulated
rotational energy of the cover. At 151 deg the cover engages a locking ratchet, then finally comes to
rest and locks at about 166 deg. At 155 deg the cover engages a deformable secondary stop (Fig. 8).
Between 155 deg and 180 deg the cover energy is, therefore, being absorbed by both the torsion pin and
the secondary stop.

Pawl and
spring Leak check

plug

Lateral
support

Locking
key
Strongback
Frangible
link

Thermal
shield

Torsion pin
block with
ratchet

Secondary
stop

Figure 7. Exploded View of Forward BSM Nozzle Closure.

Attach fing The cover plate is spin-formed from a flat sheet
of 321 stainless steel. The strongback and lateral

Al!//////F— support structure, also 321 stainless steel, are

] spot welded to the cover plate. The subassembly is
i | mated to the attachment ring by aligning the holes
and the keyway in the stongback tabs to those in the
torsion pin block, then inserting the torsion pin.
After the cover is properly positioned, the torsion
pin (304L stainless steel) is welded to the bosses
on the strongback tabs. The frangible link is
attached to the cover and the entire assembly is
bolted to a flange on the exit cone. Figure 9 shows
the cover assembled to the exit cone.

Pawl

Secondary stop

BSM exit cone
Major tasks for the hinged cover aeroheating
Figure 8. Open Cover Immediately Before shield were to demonstrate that the rotational
Secondary Stop Engagement. energy given to the cover could be absorbed by the

hinge pin via plastic torsional deformation without
resultant fracture of the pin. Additional objectives were to demonstrate repeatable performance, large
margins of safety, and zero debris during operation.

The frangible link was designed to fail during ignition. The torsion pin was sized to allow the
cover to swing open to an angle greater than 145 deg (to clear the expanded plume) but less than 180
deg (to avoid impacting the SRB skin).

A series of component bench tests were performed to characterize the torsion pin and secondary stop

energy absorption at the predicted high strain rates. A laboratory fixture was designed and built
which could be preset to impart the required amount of torsional work to a flywheel simulating one-half
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Screw cap socket head
(P/N NAS 1352C08H10)
(14 total)

See detail A

Aeroheat shield
cover assembly

Lockwire six together
(typical two places)

Right hand installation shown;
left hand installation, opposite

Detail A

Figure 9. Hinged Cover Assembled to BSM Exit Cone.

bf the mass properties of the hinged cover. The flywheel was restrained by a single torsion pin speci-
men simulating one-half of the hinged cover torsion pin and was set to contact a secondary stop specimen
after approximately 145 deg rotation.

Twenty-five torsion pins and four secondary stop specimens were tested. The results demonstrated
repeatable performance in that all the input energy was absorbed and the flywheel came to rest within
the position range of 145 deg to 180 deg required for hinged cover operation. Twist angles of approxi-
mately 1,000 deg were required to fracture the torsion pin.

From the above results, component sizing data were generated to support a prototype hinged cover
design. Three tests were conducted in which the hinged cover was assembled to an empty BSM motor case
powered with only an igniter. The cover was tested also during two BSM motor firing tests. All tests
were successful in that the cover opened to the predicted angles, no debris was ejected, and no physical
degradation of hardware was observed.

Fifty-seven empty case tests and three motor firings were conducted on the hinged cover to evolve
critical component dimensions, demonstrate repeatability, and verify large margins of safety. Vibra-
tion, structural, and leakage tests also were performed. The development tests and their objectives
are given in Table 3.

TABLE 3. TEST OBJECTIVES SUMMARY

Test Category Objective

Component sizing Verify soundness of current design
Establish dimensions for critical components

Repeatability Demonstrate repeatable dynamic operaticn
Margin Test Demonstrate survivability under all single point failure modes
Vibration Verify cover remains intact under full ascent vibration spectrum

Verify cover remains closed with frangible link omitted
Verify cover remains intact and open during reentry

Structural Verify integrity of ratchet pawl under simulated reentry loads
Verify large margins in critical design areas

Leakage Verify integrity of environment seal

Empty case tests consisted of a BSM, motor assembly with an igniter, and an epoxy filler to simu-
late propellant volume. It was determined that the same initiator system as would be used in flight
was required to yield representative test results. Both Tabor and Kistler pressure transducers were
used to provide the required frequency response. Pressure data were taken in the motor case and in the
exit cone.
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The frangible link, torsion pin, and secondary stops were critical components requiring final
design definition. Since these components were all functionally interrelated, many iterations were
required for final sizing. To assist in this effort, NASA/MSFC-developed dynamics computer programs

were used.

Initial hardware was sized from static test results, then incorporated into a cover assembly and
tested. High speed photographic records were analyzed to determine the cover position versus time.
These results were combined with the pressure data and the initial test conditions and input to a com-
puter curve-fit program to determine the ratio of motor pressure to pressure against the cover (P/Pc)

and the cover dynamics. The values of P/PC, cover mass properties, and initial design/performance con-

ditions were input to a dynamics program. The output of this program was compared to the observed
dynamics of the cover and the value of the opening pressure was adjusted until predicted and actual
test results agreed.

Component resizing is simulated by changing the initial design conditions and inputting these new
values to the dynamics program. The output will determine the hardware dimensions for subsequent tests.
Figures 10 and 11 show a typical cover (test 2-15) in the pretest and posttest conditions. In the test,
the final opening angle was 168 deg.

e > > = 3 i S ot ey %
p g e 2 ¢ I—

Figure 10. Pretest Condition of Typical Figure 11. Post-Test Condition of Typical
Hinged Cover Test. Hinged Cover Test.

A series of margin tests were conducted to verify that single point failure modes would not result
in catastrophic failure. The results clearly demonstrated the cover's ability to survive under extreme
test conditions. Vibration tests were conducted with the cover assembly attached to a BSM exit cone
and successfully demonstrated large margins of safety. A series of structural tests were performed to
verify large margins of safety during ascent and cover operation. Leakage tests with GN2 verified the
integrity of the environmental seal to 4 psi.

The design shown in Figure 7 has been incorporated into all flight BSM systems. To date, six

Shuttle launches have been completed. All BSMs have performed as designed. Figure 12 shows the hinged
cover properly intact after the recovery of one of these flights.
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Figure 12. BSM Hinged Covers on Nose Cone -of Recovered Shuttle Booster After Flight.

AFT BSMs NOZZLE CLOSURE

As previously mentioned, the aft mounted BSMs do not have a nozzle cover debris requirement since
their nozzles are directed away from the direction of the Orbiter. The design of this cover simply
involves clamping an 1100 series aluminum disc over the end of the nozzle. The disc has a circumferen-
tial notch to provide a clean rupture. The design is shown in Figure 13, Figures 14 and 15 show this
closure pretest and posttest. All tests were successful and the design has been incorporated for flight.
Figure 16 shows the aft mounted BSMs with their covers clearly ejected after ignition in flight on board
the Shuttle SRBs.

Cork, .25 in. sheet

Aluminum, 1000 to 0

Cork, .38 in. sheet

KSNA, cork compound

Cork. .25 in. sheet

Note: bond cork with RTV.

Figure 13. Aft Mounted BSM Nozzle Closure Configuration (After Proof Test).
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Figure 14. Aft Mounted BSM Nozzle Closure - Pretest.

Figure 15. Aft Mounted BSM Nozzle Closure - Post-Test.
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Figure 16. Aft Mounted BSMs After Recovery From Flight.

CONCLUSION

The seven successful flights of the Space Shuttle Transportation System (STS) have verified the
design of the BSM relative to control of debris that would be damaging to the Orbiter. Post flight
inspections have not revealed any Orbiter TPS damage resulting from BSM operation. The flight pro-
gram has validated the BSM design approach and the extensive development and certification test
program that was implemented to ensure debris free operation.
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ORBITAL MANEUVERING SYSTEM DESIGN EVOLUTION

C. Gibson and C. Humphries
NASA Lyndon B. Johnson Space Center
Houston, Texas 77058

ABSTRACT

NASA and industry Shuttle configuration studies conducted in 1969 and 1970 baselined a liquid
oxygen/liquid hydrogen (LO»/LHp) orbital maneuvering system (OMS), for a series of 15 000-pound to
25 000-pound payload class vehicles. Although the initial OMS guidelines were limited and general
in nature, they established the basic architecture for future trade studies. Multiflight reuse,
fail-operational/fail-safe redundancy, and a 10-year/100-mission life were required. The propellant
tanks were sized for a 2000-ft/sec delta velocity, which included a 1500-ft/sec on-orbit requirement.
In 1970, conceptual design studies were conducted for a 50 000-pound, 15- by 60-foot payload bay
.Orbiter. To minimize overall vehicle length and reduce subsystem development costs, the OMS baseline
was changed to Earth-storable nitrogen tetroxide/Aerozine-50 propellants using a single Apollo lunar
module (LM) descent engine. In 1971, several Shuttle configurations using external main propulsion
system propellant tanks were studied. In a continuing effort to reduce Orbiter length and weight,
trade-off studies were conducted using the Apollo LM ascent engine and new 5000- and 6000-pound
hypergolic-propellant engines. Because of increased interest in an Earth-storable-propellant OMS sys-
tem, engine technology contracts were initiated in 1972 to investigate chamber cooling, injector de-
sign, and combustion stability concepts. The results of these and system storable-propellant studies
provided critical design data that Tater proved to significantly reduce the mainstream development ef-
fort.

In 1972, the Rockwell International Company was awarded the Orbiter Shuttle contract and they
selected the McDonnell Douglas Astronautics Company (MDAC) to design and develop the OMS pods. The
initial configuration contained a wedge in the OMS pod envelope for a separate reaction control sys-
tem (RCS) pod. The forward end of the pod interfaced with a nose fairing that was part of the
Orbiter payload bay doors. The OMS propellant tanks employed an acquisition system but did not have
an RCS feed requirement; the pod skin was of conventional aluminum aircraft construction. Configura-
tion trade studies and design evolution continued after the MDAC contract was awarded. The most sig-
nificant change was integration of the RCS module into the OMS pod structure. This concept reduced
cost and weight and allowed easier interconnection of the OMS and RCS systems. The integrated pod
was also redesigned to allow elimination of the payload bay nose fairing, and the structural ma-
terial was changed to graphite epoxy. In 1974, the Aerojet Liquid Rocket Company was selected as
the OMS engine contractor. The baseline engine incorporated a platelet injector, acoustic cavities
for stability, a fuel regeneratively cooled combustion chamber, a pneumatic-operated quad redundant
ball valve, and an all-columbium nozzle.

The current OMS consists of two identical pods that use nitrogen tetroxide (NTO) and monomethyl-
hydrazine (MMH) propellants to provide 1000 ft/sec of delta velocity for a payload of 65 000 pounds.
Major systems are pressurant-gas storage and control, propellant storage supply and quantity measure-
ment, and the rocket engine, which includes a bipropellant valve, an injector/thrust chamber, and
a nozzle. The subsystem provides orbit insertion, circularization, and on-orbit and deorbit capa-
bility for the Shuttle Orbiter.

PRELIMINARY DESIGN CONSIDERATIONS

In-house Space Shuttle configuration studies conducted at the NASA Lyndon B. Johnson Space Cen-
ter in early 1970 addressed the concerns of the lack of convergence of requirements, the high develop-
ment and total program cost, the high technical risk, and the JTong development time associated with
previous studies. A revised set of guidelines and constraints was developed and continually modified
during the study. The payload weight was established as between 10 000 and 15 000 pounds; a resizing
of the vehicle resulted in a 15-foot-diameter by 30-foot-long payload bay. Extensive examination was
made of all current spacecraft and aircraft hardware to minimize cost of new developments and to re-
duce technical risks. Where no existing system could satisfy vehicle requirements, a new system de-
velopment was considered assuming 1970-71 state of the art. The Orbiter was designed for a life of
100 missions, or 10 years combined storage and operations. To obtain reuse, limited refurbishment
was permitted, where practical. This refurbishment was accepted at the expense of slightly higher
flight operational costs. A general redundancy philosophy of fail operational/fail safe was estab-
lTished for the orbital maneuvering system (OMS). The liquid oxygen/liquid hydrogen (LOp/LHp) orbital
maneuvering system had propellant tankage sized for 2000-ft/sec delta velocity, with pay1oa§ quoted
at a propellant loading giving 1500 ft/sec. Additional propellant for missions requiring in excess
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of 1500-ft/sec delta velocity was provided by offloading payload. The on-orbit engines and the main
engines were not required to operate simultaneously.

Late in 1970, studies were continued to refine the OMS for Orbiter vehicles of alternate config-
urations. The airframe, avionics, crew station, and propulsion subsystems were evaluated, and a pre-
liminary design was developed for a series of 009-1 configurations. The OMS is shown in figures 1
and 2. The tanks were sized for 22 000 pounds of usable propellant. With a 5-percent allowance for
residuals and ullage, the resulting volumes were 1206 cubic feet for the LH, tanks and 261 cubic feet
for the LOp tank. The LO2 tanks were located on each side of the LHy tank. The propellant tanks in-
cluded interior baffling and structure, propellant retention devices, and gaging systems. Two gim-
baled RL10A3-3 engines mounted to a thrust bulkhead integral with the fuselage structure were
installed at the forward end of the Orbiter and were forward firing. The feedline to the reaction
control system (RCS) used LOp/LHp drawn from the OMS tanks; the RCS gas generator was connected to
the OMS engine feedline downstream of the shutoff valve. The OMS tanks were pressurized by the OMS
engines, by the main propellant tanks, or by the gas-generating device for the RCS system. A forward
umbilical plate contained the OMS LHp and LOp fill valves; the umbilical panel was located on the
left side of the Orbiter. Each OMS tank was vented through l-inch-outside-diameter 1ines overboard
through a redundant vent valve located on the aft fuselage structure.

Configurations ranging from long slender fuselages to short stubby fuselages, and various fuse-
lage taper ratios, tank arrangements, and payload access schemes were investigated in the 012 series
of vehicles. The payload weighed 50 000 pounds and the payload bay was 15 feet diameter by 60 feet
long. A1l of the configurations were generated by varying the type and location of the main propel-
lant tanks as well as the OMS. Internal volume constraints and concerns regarding the complexity of
the 0p/Hp OMS and RCS led to consideration of storable hypergolic propellants (nitrogen tetroxide
(NTO)?Aerozine-SO) as used in the Apollo lunar module (LM) and command and service modules. The tank-
age was sized for a delta velocity of 2000 ft/sec with a specific impulse (Ig,) of 310 seconds with
a 1:6 mixture ratio and contained 31 300 pounds of usable propellant. Single LM engines were also
investigated. The 013 series of Orbiter configurations (fig. 3) was generated to investigate the
possibilities of forcing the vehicle center of pressure aft by means of an arrowhead type of fuse-
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lage. Four configurations were generated by varying length, diameters, and fineness ratios of the in-
jection tanks, as well as, in the case of Orbiter configuration 013-1, the location of the crew com-
partment. The OMS propellants were storable, hypergolic (NTO/Aerozine-50), and sized for a delta ve-
locity of 2000 ft/sec at an Igp of 310 seconds. The OMS tankage was loaded to provide a delta veloc-
ity of 1395 ft/sec.

In 1971, a series of Orbiter configurations using external main propulsion system propellant
tanks was evaluated. Results of these vehicle studies showed that smaller Shuttle Orbiters with ex-
ternal, expendable main engine tankage would provide a more cost-effective approach compared to the
large vehicles used to generate previous baseline requirements. The Orbiter weight reduction re-
sulting from this change enabled a significant reduction of OMS impulse requirements. This effect,
together with a decision to allow scheduled OMS refurbishment, stimulated further consideration of
Earth-storable propellant systems. For the smaller, lighter Orbiter with external main tanks, suffi-
cient internal volume for an oxygen/hydrogen OMS was a significant penalty; higher density storable
propellants were also attractive from this standpoint. To be consistent with Orbiter Shuttle philoso-
phy at that time, only existing engines were considered. Earlier trade studies indicated an OMS
using the LM ascent engine would provide the lightest system weight of the Earth-storable-propellant
configurations. However, because of engine burn-time considerations, the Agena and the LM descent
engine were also considered. The maximum engine mission-duty-cycle firing duration of the LM ascent
engine (500 seconds) combined with its relatively low thrust (3500 pounds) dictated the need for the
three engines to meet the 1550-second burn-time requirement associated with the 1500-ft/sec delta-
velocity maneuvering capability. The LM ascent engine had demonstrated mission-duty-cycle firing du-
rations as high as 900 seconds, but a detailed thrust chamber thermal analysis substantiated with hot
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FIGURE 3.- ORBITER CONFIGURATION 013.

firings would be required to justify using only three engines for a 2000-ft/sec delta-velocity capa-
bility. ;

Major perceived disadvantages of the storable-propellant system were the higher maintenance re-
quirements resulting from the corrosive nature of the propellants and personnel exposure concerns
resulting from propellant toxicity. These considerations were addressed by incorporating the OMS
(and the RCS) into modular pods that could be readily removed from the Orbiter. Thus, OMS mainte-
nance or refurbishment could be decoupled from Orbiter turnaround activities.

The 040C orbital maneuvering system (fig. 4) had two propulsion pods, each self-contained and ca-
pable of producing 500 ft/sec delta velocity for an on-orbit vehicle weight of 250 000 pounds, which
included 65 000 pounds payload. The engine for each pod had the capability of using propellant from
a storage system located in the payload bay and/or propellants from the other pod. Using auxiliary
propellant tankage in the payload bay, the OMS would produce a total of 2500 ft/sec delta velocity.
The baseline engine was a new 5000-pound-thrust, reusable, Earth-storable-propellant engine. This
change was based on the following reasons.

1. The thrust-to-weight ratio (T/W) was marginal using the LM ascent engine (LMAE) and left no
tolerance for vehicle weight growth.
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2. The burn time for the LMAE to perform the total delta-velocity requirement was 2800 seconds
for each engine; this duration dictated a new ablative chamber.

3. The burn time for the LM descent engine (LMDE) to perform the total delta-velocity require-
ment was 995 seconds for each engine, an indication of marginal engine capability to perform an
engine-out deorbit burn without chamber modifications.

4. The refurbishment cost of the LMAE and LMDE made building a new reusable engine cost effec-
tive.

5. The new OMS engine allowed for vehicle and requirement growths.

Figure 5 is a schematic of one of the two OMS pods. Each pod consisted of a pressurization sys-
tem, a propellant storage and feed system, a liquid-propellant rocket engine, and the structure. The
system used hypergolic propellants of NTO/Aerozine-50 and was pressure fed. The propellants were
pressurized by gaseous ambient-temperature helium supplied by one tank per pod. The module was
assembled, tested, checked out, installed, and removed independent of other vehicle systems. The de-
sign goal for the OMS was 15 hours life (100 missions) with maintenance-free operation for 1 year.

ENGINE CRITICAL ISSUE INVESTIGATIONS

During the post-Apollo period, several NASA technology contracts were conducted to resolve key
technical issues associated with development of the orbital maneuvering engine (OME). The first of
these contracts had a program objective of improving the Apollo service propulsion system (SPS)
bipropellant valve. The SPS valve had two major problems: marginal 1ife cycle characteristics
(i.e., excessive leakage after cycling) and complicated assembly and repair procedures. The original
scope of work consisted of design, fabrication, and test of one preprototype valve assembly. Primary
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emphasis was placed on improved leak rates and assembly procedures. The results were ultimately used
to design the OMS valve.

Two contracts were awarded to investigate reusable thrust chamber concepts for determining the
optimum configuration for OMS application. The primary objective of these programs was to evaluate
and determine the feasibility of reusable thrust chambers with storable propellants. The programs
provided basic engine data to potential vehicle contractors to assist them in evaluating and se-
lecting various OME configurations. One contract was directed toward investigation of a fuel regen-
eratively cooled thrust chamber. The analyses and tests conducted during the program led to the gen-
eral conclusion that a regeneratively cooled NTO/monomethylhydrazine (MMH) engine could provide a
lightweight, stable, reusable propulsion system with high performance. The propellant and cooling
method analyses led to the conclusion that a regeneratively cooled NTO/MMH engine was the preferred
concept of various candidates studied based on considerations of performance, weight, development
risk, cost, safety, maintainability, 1ife, and reliability. It was concluded from results of sub-
scale injector tests that the like-doublet injector would produce higher and more stable performance
than injectors using either unlike-doublet or triplet elements. Full-scale injector test programs
demonstrated that a like-doublet injector provided safe, stable operation with moderately high perfor-
mance. The injector could be stabilized with an acoustic cavity having a gradual contoured entrance.
Results of the thrust chamber cooling tests using electrically heated tubes and channels Ted to the
conclusion that regenerative cooling at design and off-design conditions could be accomplished with
reasonable design parameters and factors of safety. Data obtained with simple round-tube tests were
used to define steady-state safety factors for chambers having channel wall construction. The engine
could be started safely when the chamber was hot from a previous firing or from exhaust plume im-
pingement from other engines. The chamber could also tolerate large continuous helium bubbles in the
fuel, but the safety factor was degraded by the presence of frothlike propellant. A flight-weight
thrust chamber was fabricated and safe operation was demonstrated at nominal and anticipated off-
design conditions. It was shown that the thrust chamber and the injector could survive a fuel deple-
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tion condition and that the engine was stable in the blowdown mode to approximately 70 psia chamber
pressure. Propellant saturation did not significantly affect either the performance or the heat-
transfer characteristics of the engine. Performance tests demonstrated an Igp of 317 seconds with an
OME-sized nozzle.

The second thrust chamber design study emphasized an insulated columbium chamber. The insulated
columbium thrust chamber was tested to prove the capability both of fabrication and of the fuel film
cooling to Timit the chamber wall temperature to 24000 F. Several lengths of chamber were tested and
a final performance of slightly more than 310 seconds Ig, was accomplished. Subsequent interest in
the columbium chamber concept was reduced as further studies of the regeneratively cooled chamber
indicated ghat cyclic requirements and high performance using the regeneratively cooled chamber could
be achieved.

Injector designs combined with acoustic cavity concepts were investigated by several companies.
Acoustic cavities, used either independently or in conjunction with baffles, had been demonstrated
as an effective method of suppressing acoustic modes of combustion instability in rocket engines. In
propulsion applications with requirements for both long-duration firings and reusability, cavities
had an advantage over baffles because they were easier to cool and, therefore, less subject to fail-
ure from either burnout or thermal cycling. Acoustic cavities, therefore, were particularly attrac-
tive for use in the orbital maneuvering engine. Extensive tests had been made with LM ascent-
engine-type hardware, an unbaffled injector, and the NTO/Aerozine-50 propellant combination. Dynamic
stability was demonstrated with a relatively wide range of cavity configurations. Moreover, analyt-
ical design techniques had been developed for the design of cavities. Nevertheless, the stability
of an engine with or without acoustic cavities could not be predicted analytically with confidence.
As the regeneratively cooled engine concept advanced, data from extensive testing with LMAE-type
hardware were available to aid in the design of cavities for the OME case, but all of these tests
had been made with ambient-temperature propellants and with operating conditions near those of the
LMAE. A principal concern was the effect of the high fuel temperature associated with regenerative
cooling. Therefore, technology programs were begun to evaluate the effectiveness of acoustic cav-
jties under conditions closer to those of the OME. The results from these programs clearly indicated
that dynamic stability could be ensured in regeneratively cooled OMS engines through the use of acous-
tic cavities. Stable operation was demonstrated with a range of cavity configurations, an indication
that a moderate stability margin could be obtained. Further, adequate suppression was demonstrated
with doubly tuned cavity configurations that prevented occurrence of the first and third tangential
modes and the first radial mode. A1l three of these modes were encountered when insufficient sup-
pression was provided.

The OME platelet injector program was undertaken to evaluate a platelet face injector as a means
of obtaining additional design margin and lower cost. The program was conducted in three phases. The
first phase consisted of evaluating single injector elements; it involved visual flow studies, mixing
experiments using propellant simulants, and hot firings to assess combustion efficiency, chamber wall
compatibility, and injector face temperatures. In the second phase, subscale units producing 600
pounds thrust were used to further evaluate orifice patterns chosen on the basis of unielement
testing. Full-scale testing of selected patterns at 600 pounds thrust was performed in the third
phase. Performance, heat transfer, and combustion stability were evaluated over the anticipated
range of OMS operating conditions. Among these conditions were the effects of combustion stability
on acoustic cavity configuration, including cavity depth, open area, and inlet contour.

INITIAL SUBSYSTEM REQUIREMENTS DEFINITION

As the Shuttle configuration became more defined in 1972, so did the OMS requirements and chal-
lenges that had to be met. An accurate evaluation and comparison of candidate OMS configurations
required a consistent and well-defined set of requirements. The requirements that evolved were that
the Shuttle system should, as a design objective, have a service 1ife of 10 years and be capable of
low-cost refurbishment and maintenance for 100 missions. The OMS turnaround time from landing and re-
turn to launch readiness was less than 160 working hours, covering a span of 14 calendar days for any
mission. The OMS had to be capable of launch readiness from a standby condition within 2 hours and
hold in a standby status for 24 hours.

The Space Shuttle was planned to accomplish a wide variety of missions. The reference mission
(satellite delivery/retrieval to a 100-nautical-mile circular orbit) for the Shuttle was used in con-
junction with other requirements to size the OMS. The spacecraft was launched from the NASA John F.
Kennedy Space Center due east and required a payload capability of 65 000 pounds with the Orbiter ve-
hicle. The Orbiter was inserted into a 50- by 100-nautical-mile orbit; circularization at apogee
required an OMS delta velocity of 90 ft/sec. The Orbiter remained on station for approximately 6
days and, in this timespan, 12 orbit maintenance burns were required to retain the 100-nautical-mile
parking orbit; each burn required a 4.5-ft/sec velocity increment. Before satellite retrieval, a
32-ft/sec OMS burn was required for terminal phase initiation. The crossrange capability of the
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delta wing Orbiter eliminated the need for predeorbit phasing, and, at the appropriate time, the Or-
biter deorbited and returned to the Tlaunch site. The OMS also provided the 250-ft/sec deorbit burn.
The anticipated on-orbit and descent OMS requirement was 372 ft/sec (neglecting the orbit maintenance
burns), but a total delta-velecity capability of 1000 ft/sec was provided.

The required thrust of the OMS was principally determined by vehicle orbital maneuver and abort
requirements. The orbital maneuvers performed by the OMS ranged from small velocity corrections to
relatively Targe maneuvers such as plane changes and retrograde firings. From the standpoint of
defining thrust requirements, the smaller maneuvers were more efficiently performed at a Tow thrust
level, but Tow thrust increased the burn time and, consequently, the impulse required for large veloc-
ity corrections. Since the latter consideration was more significant for the Shuttle vehicle, a
thrust Tevel of approximately 6000 pounds was determined to be a reasonable nominal value with 4000
pounds as the lower Tlimit.

The propulsion functions that the OMS had to perform set the design requirements, e.g., total im-
pulse, thrust level, burn time, etc. However, the system designed to meet these requirements was
strongly influenced by interpretation of the Shuttle reliability criterion. Two factors were of pre-
dominant importance: the number of engines and the propellant available for maneuvering and deorbit.
Based on Apollo experience, the use of two OMS engines in conjunction with other component redundancy
represented an acceptable Tevel of safety and was a ground rule for system design. This rule meant
that the system was designed for full mission capability after an engine failure, and, thus, defini-
tion of the thrust level and the total impulse was based on operation of a single engine for all mis-
sion functions. Systems using a common propellant supply inherently have the capability to use all
the system impulse through either of the two OMS engines. However, modular-type (pod) systems, using
separate propellant and pressurant supplies for each engine, would effectively be reduced to half the
system impulse capability in the event of an engine failure unless each module was designed for full
system capacity. Design of the separate modules with full capacity resulted in an excessive weight
penalty. Since engine failures were entirely possible at times when the propellant remaining in one
module was insufficient for retrograde firing, the capability to transfer propellant to the opera-
tional engine was necessary for crew survival. Hence, for the modular system, a requirement was that
the OMS be designed for the capability to expend all propellant through either engine. The effect of
this requirement was to dictate dry, isolated propellant interconnects between modules to achieve min-
imum weight. The interconnects allowed propellant supply components to be only doubly redundant and
still provide the Shuttle with fail-operational/fail-safe OMS capability.

TRADE STUDIES AND DESIGN APPROACHES

After selection of the Rockwell International Company as the Space Shuttle prime contractor, the
OMS was changed from an internal installation to a separate module mounted on the aft sides of the
Orbiter and projecting into the fuselage, as shown in figure 6. After selection of the McDonnell
Douglas Astronautics Company (MDAC) to build the pod, the configuration became shoulder mounted be-
cause of aerodynamic considerations. This configuration had the pod extending to the payload bay,
and required a fairing on the payload bay doors.

Figures 7 and 8 identify major component parts for the MDAC configuration. Helium pressurant
for propellant tank pressurization and for flight purge of the rocket engine assembly was contained
in a single, composite aluminum bottle. From the bottle, the pressurant flow divided into two
branches; each branch supplied helium to a pressurization panel containing series-parallel requla-
tors, regulator isolation solenoid valves, quad redundant check valves, and a solenoid valve. The
components were arranged so that redundant components were isolated from each other and were not
subjected to identical dynamic environments. Primary and secondary relief mechanisms at the outlet
of each pressurization panel protected the propellant tanks against an overpressure condition. Man-
ual selector valves allowed independent checkout of the regulators without pressure cycling the pro-
pellant tanks. The propellant tanks were made of annealed titanium. Each contained point sensors
for measuring propellant quantity (when the propellant was settled) and a refillable trap propellant
acquisition assembly to assure gas-free propellant delivery to the rocket engine. A propellant line
and quad redundant valve assembly on each tank provided the capability for rapid propellant dump dur-
ing a launch abort. The engine was regeneratively cooled. Pneumatic two-position valves in the
engine feedlines provided engine isolation and purge. Complete servicing or safing of the engine,
propellant, and pressurant assemblies was accomplished from a ground servicing panel in the pod base
heat shield. The pods were constructed of conventional aluminum, with emphasis on low cost and ease
of field inspection and maintenance. The pod was attached to the Orbiter at four points with shear
pins and threaded fasteners to provide quick mate and demate capability.

The cargo bay kit employed the same components and pressurization panels as the pods. It
contained as many as six propellant tanks mounted on an all-aluminum structure for a maximum addi-
tional delta-velocity capability of 1500 ft/sec. Propellant was transferred to the pod by vehicle-
mounted transfer Tines, which joined the engine feedlines upstream of the engine isolation purge
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valves. Normally closed valves in the pod kept the vehicle-mounted transfer lines dry, unless the
lines were needed for feed from cargo bay tankage or for crossfeed between pods.

Several trade studies performed and different design approaches investigated early in the pro-
gram resulted in significant changes. Through design studies, it was found that both cost and weight
would be saved with a common integrated structure for the OMS and the reaction control system. This
change, combined with selection of RCS NTO/MMH propellants, resulted in initiation of trade studies
to investigate several degrees of integration between the two propulsion systems. The design study
included common propellant tanks, clustered RCS engines for the OMS, and an interconnect system by
which the RCS used OMS propellants. The interconnect system was baselined because of cost, weight,
and Tow development risk considerations.

With the decision to interconnect the RCS and OMS propellant tanks, design requirements for the
OMS acquisition and gaging system changed. A refillable trap was no longer adequate to supply propel-
Tant to the RCS. The basic requirement imposed on the OMS acquisition system was a capability to sup-
ply 1000 pounds of propellant to the RCS while maintaining a capability to restart the OMS 10 times.
The design that evolved was a compartmentalized refillable trap as shown in figure 9. As a result of
this change in the acquisition system, it was desirable to monitor propellant quantity in the lower
compartment. Therefore, the gaging system was redesigned from point sensors to a capacitance probe.
The OMS pod and later OMS/RCS pods were fabricated using aluminum and conventional aircraft construc-
tion. When it was recognized that a large weight savings could be accomplished by using a graphite
epoxy skin similar to that being used for the payload bay doors, a design change was made to reduce
each pod weight by 250 pounds.

Initially, the OMS and the RCS were considered as separate systems with redundancy requirements
for fail operational/fail safe. After the OMS/RCS interconnect lines were incorporated, the criteria
for the OMS were reduced to a fail-safe condition. This change resulted in removal of the third regu-
lation leg of the pressurization system. It was later found to be cost and weight effective to have
a common regulation source for both oxidizer and fuel. This configuration further reduced the
regulated flow path from separate to coupled propellant tanks and allowed closer control of mixture
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ratio with a common pressure source. To assist in preventing the migration of vapor from the

oxidizer tank to the fuel tank, parallel solenoid valves were installed upstream of the check valves
on the oxidizer side. The initial design had a valve to purge the engines before reentry following
the deorbit burn. The valve was later determined to not be required and was removed. During return
to launch site (RTLS) abort, it is required to dump propellant in the OMS tanks to an acceptable

level for landing. The configuration at the beginning of the program used quad redundant valves for
propellant dump. This configuration was later changed to series valves with the ground rule modifica-
tion that RTLS operation would not consider additional failures. Subsequent analysis indicated that
the dump could be accomplished through the OMS and RCS engines by use of the interconnect, and the
separate dump system was deleted. The final OMS design is shown pictorially in figure 10 and schemat-
jcally in figure 11.

The OMS engine is illustrated schematically in figure 12. The design drivers were life, enve-
lope, applied environment, specific impulse, combustion stability, reusability, and propellant inlet
feed pressure. A single overriding consideration was that no single-point failure would result in a
safety hazard to ground or flight personnel. The basic design concepts were direct applications of
predevelopment technology activities. The key requirement was long 1ife and this influenced design
of the acoustically stabilized, flat-face, photo-etched injector; the regeneratively cooled, slotted
combustion chamber; and the redundant ball valve. The engine nozzle area ratio was 55:1, which effi-
ciently used the allocated envelope length but only 44 inches of the 50-inch envelope diameter. The
resulting configuration reduced weight because the nozzle skirt was smaller. The engine used a fuel
inlet torus-mounted gimbal ring which was selected on the basis of cost, weight, stiffness, and main-
tainability considerations. The side-mounted, series redundant propellant valve reduced feedline
length, and engine length, and allowed for shock mounting to modulate engine input. Filters were
contained at the inlets of the feedlines for ease of access. Static leakage was controlled by
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redundant seals at all flanges and interconnecting fluid joints. Inlet line routing to the engine

was through propellant Tines located in the same plane as the gimbal ring and chamber throat. Mainte-
nance, installation, and servicing were simplified by designing the engine as a line replaceable unit
(LRU) and mounting it on the inlet manifold-mounted gimbal ring. Large tolerance stackups were also
eliminated and thrust alinement was simplified.

The development injectors were designed to be mechanically joined to a fuel manifold acoustic
cavity assembly, which simulated the forward end of the regeneratively cooled thrust chamber. This
design allowed stability assessment of the flight configuration to be accomplished with uncooled
workhorse thrust chambers. Removal of the injector flange enabled welding of the same injectors di-
rectly to the regeneratively cooled chamber. The X-doublet injector developed under a technology con-
tract was later replaced by a like-on-like pattern composed of eight photo-etched platelets but in
all other respects identical. The basic reason for the change was the inability to reproduce the X-
doublet injector. This discrepancy became obvious when the first 1ike-on-1ike injector was tested
and found to have impaired stability characteristics. An exhaustive inspection of both injectors
disclosed a slight variation in platelet flatness in the technology injector that resulted in minor
stream variations. Because of the subtle nature of differences between the two injectors, it was al-
most impossible to define all of the effects. As a consequence, the like-on-like pattern (fig. 13)
was selected for the baseline engine.

The combustion chamber, shown in figure 14, was regeneratively cooled by fuel flowing in a sin-
gle pass through nontubular coolant channels. Its design was based on regeneratively cooled thrust
chambers fabricated on technology contracts. The design configuration was similar to that of the
Space Shuttle main engine chamber. The chamber was constructed from a stainless steel liner with
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rectangular coolant channels enclosed with an electroformed nickel shell. Because the electroformed
shell and the liner were independently capable of withstanding the structural loads, the criticality
of the interface bond was removed. The upper chamber was cylindrical with a contraction ratio of
1:9. The distance from the injection plane to the throat is 15.9 inches. The thrust chamber assem-
bly extends to a 6:1 area ratio, where the nozzle extension was attached by means of a bolted joint.
The chamber contained 120 longitudinal, milled, rectangular-shaped passages. The cooling channels
had constant widths but varied in depth to provide an optimum configuration for cooling effective-
ness, chamber life, and engine performance. The combustion chamber was composed of three main parts:
a stainless steel liner, an electroformed nickel shell, and an aft flange and fuel inlet manifold as-
sembly. The liner was fabricated from 304L stainless steel, selected because of its adeguate
strength properties at operating temperature, chemical compatibility with the combustion environment,
and superior machining and electron beam (EB) welding characteristics. The chamber structural design
was based on 1ife cycle requirements; mechanical loads such as pressure, thrust, and aerodynamic
loading on the nozzle; fabricability; and weight. The main structural consideration for the stainless
steel Tiner was thermal fatigue due to temperature gradient and channel pressure. The nickel outer
shell thickness was governed principally by the moment along the length of the chamber resulting from
aerodynamic loading on the nozzle.

The nozzle extension (fig. 15) was radiation cooled and was constructed entirely of columbium
commensurate with experience gained in the Apollo Program. The nozzle extended from the regen-
eratively cooled interface to an area ratio of 55:1. The aft section was reinforced by three ex-
ternal stiffeners to provide for the large external pressure loads encountered by the nozzle during
ascent. The entire surface of the nozzle was constructed of three parts: a flange, a forward sec-
tion, and an aft section. The mounting flange consisted of a bolt ring made from a forging and a
tapered section which could either be made from a forging or spun. This tapered region provided a
transition from the 0.100-inch-thick flange to the 0.050-inch-thick forward nozzle section. The for-
ward and aft sections were made from two panels each; the aft section was 0.030 inch thick. The
panels were butt-welded to form two cones; the cones were welded circumferentially to each other at
the flange region. This assembly was bulge-formed to the final configuration, and the stiffening
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rings were attached by welding. The oxidation barrier diffusion operation was done after all
machining was completed. The nozzle extension also underwent some minor design changes as a result
of the development program. As previously mentioned, the original design included three stiffening
rings located approximately at the midpoint of the nozzle. Changes in both the magnitude and the lo-
cation of aerodynamic loading combined with changes to the expected aerodynamic noise level dictated
the current design with a single flange at the nozzle exit. With the exception of minor changes in
shell thickness and in number of circumferential welds, the nozzle and the manufacturing process are
identical to those proposed.

A basic design consideration for the bipropellant valve (figs. 16 and 17) was the elimination or
the reduction of problems that occurred with the Apollo quad redundant valves. The selection was ac-
complished first by subjective trade-offs, to narrow the number of candidates, and then by quantita-
tive comparisons to evaluate major candidates. A basic design premise was requirement of a modular-
type valve as a cost-effective approach, not only for maintenance and servicing but also for fabrica-
tion and test. Primary reasons for this selection were the potential for low-risk attainment of
operating requirements and credible, substantiated costs. One fuel and one oxidizer valve were
mechanically linked, with each of four linked pairs driven through a rack and pinion assembly by a
piston actuator. Opening force was produced by pneumatic pressure, which was controlled by a close-
coupled, three-way solenoid valve located at each actuator. Closing force was provided by nested,
counterwound, helical compression springs. The three-way solenoid valves were included in the
actuator module of the valve assembly to reduce fluid volumes and actuation delay times. Actuation
gas control was achieved by a pneumatic pack. The pneumatic pack included a gas storage tank, a
two-way solenoid valve, a pressure regulator, a pressure relief valve, related filters, and access
ports for servicing and instrumentation. 1In addition to selection of the basic subcomponent parts of
the valve assembly, there were options regarding the physical arrangement of these subcomponents rela-
tive to the engine. The primary aspect of the assembly design was modularization. The capability to
preassemble subassemblies and install and remove them without disturbing other parts of the valve was
the key to a cost-effective program. This capability would reduce fabrication problems, reduce devel-
opment time, and allow servicing and maintenance goals to be met with lower inventory. The quad
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redundant bipropellant valve was subsequently changed to a series redundant valve in the interest of
weight and complexity. The quad redundant concept is advantageous from the standpoint of a failure
to open because parallel flow paths are provided; however, the added complexity is not desirable from
the standpoint of the added leak paths. Upon reevaluation of the quad redundant concept, it was de-
cided that series redundancy was appropriate to the OMS system because, unlike the Apollo SPS engine,
the OMS engines were redundant to each other and the tankage and propellant supply lines could be

configured to provide complete functional redundancy in the event of a failed-closed condition. In
addition, it was determined that the most probable cause of failure of the bipropellant valve to open
was a failure of one of the solenoid control valves which control the flow of gaseous nitrogen (GN2)
(the actuation gas) to the valve actuators. Consequently, all solenoid valves include dual coils to
provide redundancy. Finally, a second GNp storage tank was added immediately downstream of the pres-
sure isolation valve. This tank provides sufficient GN2 to open the bipropellant valve once even if
the pressure isolation valve fails to open.

CONCLUSIONS

The most significant Tesson learned from the OMS program was the advantage of developing criti-
cal technology before initiating full-scale hardware designs. The successful completion of pre-
development studies undoubtedly reduced total contracted costs and minimized schedule delays that
had been experienced in previous propulsion programs.
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ABSTRACT

The challenges of Space Shuttle Orbiter reaction control subsystem development began with selec-
tion of the propellant for the subsystem. Various concepts were evaluated before the current Earth-
storable, bipropellant combination was selected. Once that task was accomplished, additional chal-
lenges of designing the system to satisfy the wide range of requirements dictated by operating en-
vironments, reusability, and long life were met. Verification of system adequacy was achieved by
means of a combination of analysis and test. The studies, the design efforts, and the test and anal-
ysis techniques employed in meeting the challenges are described in this paper.

INTRODUC TION

The requirements for the Space Shuttle Orbiter reaction control subsystem (RCS) were replete
with challenges:; however, four requirements had the greatest impact on system development: (1) a
fail-operational/fail-safe design, (2) 10 years of 1ife, (3) a 100-mission reuse capability, and
(4) the capability for operation both in orbit and during reentry. The requirement of a fail-
operational/fail-safe design not only introduced the complexity of additional hardware but, perhaps
more importantly, introduced a complex, critical redundancy management (RM) system. The calendar
1ife and reuse requirements posed problems in material selection and material compatibility and in
ground handling and turnaround procedures, as well as classical wearout problems. The requirement
for both on-orbit and entry operation complicated propellant-tank acquisition system design.

Because requirements did not identify the need for a specific propellant or propellant combina-
tion, an early issue that had to be resolved was that of selecting propellants. The ultimate propel-
lant selection had a significant impact on the four requirements identified previously.

In subsequent sections of this paper, the most significant challenges incurred in development of

the Orbiter RCS are identified and the manner in which those challenges were met in the ultimate cer-
tification of the system for operational flight is described.

PROPELLANT SELECTION

One of the first major issues to be resolved concerning the Space Shuttle Orbiter RCS was that
of selecting the propellant(s) to be used. Early in the program definition phase, oxygen (02) and
hydrogen (H») were baselined as the reactants for all propulsion and power systems. This choice was
made for a number of reasons. As a propellant combination, 02-Hp provides high specific impulse.
Logistics are simplified and less costly with a single propellant combination for all vehicle propul-
sion systems. The exhaust products are noncorrosive, and the propellants are relatively clean and
nontoxic - all attributes desired in a reusable system. As a result of the oxygen/hydrogen baselin-
ing, all early technology work addressed improving the technology posture of 0p-Hp systems. This
improvement was necessary because 02-Hp systems were far from state of the art when used for reac-
tion control purposes. As the component technology and systems study programs progressed, the
weight advantage thought to exist with 0p-Hp propellant systems gradually diminished. The heavy
accumulators (two per system) in combination with redundant turbopumps (six per system) and heat
exchangers (six per system) offset the weight advantage afforded by the better performance in the
total impulse range being considered. Because system dry weight was high, the 02-Hp systems also
added to the vehicle landing weight penalty.

A further factor that became more and more apparent as technology work progressed was that the
oxygen-hydrogen systems would be very expensive to develop and build as well as extremely complex
systems to operate. The complexity generated real concerns with respect to the reliability of the
overall system. When it became clear that the weight of the 02-Hs system would be no better than
that of a monopropellant system (fig. 1), the baseline was changeg to a monopropellant hydrazine sys-
tem to reduce cost and complexity. The monopropellant system baseline was retained through the award
of the Orbiter prime contract. As the Orbiter design evolved and the total impulse requirement
approached 2 million pound-seconds, performance again became a more important factor and the trade
swung in favor of the bipropellant (monomethyl hydrazine (MMH) and nitrogen tetroxide (NTO)) systems,
which were still lighter and much cheaper and simpler than 02-H» systems. Another factor being con-

656



26
/’,
24 |- o
7
7”7
22 - P
o“/’/ .
20 &> -7
o ‘\‘5@/
P A%
4 NORTH AMERICAN ROCKWELL ‘\0“’}/ 5
= 16 |- BASELINE (PHASE B) w7 P, T G
z DOUGLAS
o 14 7 BASELINE
o v PHASE B
= 12 ® ,’.’ ( )
s SCREEN ACQUISITION
w
% 10
P
w - — w=—
g 8 (i .—o—n_'_'—._.—._
w
6 :_.——-—' ENTR o i U
OP ———-—"’—-—
I B - = iVPERGOL ENTRY
P —__——-
2 L
] l L ] |
0 1 2 3 4

TOTAL IMPULSE x 10-6 LB-SEC
FIGURE 1.- WEIGHT AS A FUNCTION OF TOTAL IMPULSE FOR CANDIDATE PROPELLANTS.

sidered at the time was the potential for integration of the RCS with the orbital maneuvering sys-
tem (OMS), which also used the MMH/NTO propellant combination. This propellant combination ulti-
mately was selected because of the favorable weight trade-off, the reasonable development cost, and
the minimal development risk.

COMPONENT DEVELOPMENT CHALLENGES

During the course of readying each component for flight, a distinct set of development and certi-
fication problems arose. Some were the result of well-defined, but rigid requirements. Others were
the result of ill-defined or changing requirements; still others were the result of being unable to
readily demonstrate satisfaction of requirements. Some of the more significant challenges encounter-
ed during the development of the Orbiter RCS components are described next.

SHUTTLE ORBITER RCS PROPELLANT TANKS

For a number of reasons, Orbiter Program management selected a tank concept employing a screen
propellant acquisition device (PAD), which is used to acquire and deliver gas-free liquid to the
thrusters. In previous spacecraft, a Teflon membrane was used to separate the propellant from the
pressurant. However, Teflon membranes rupture after relatively few expulsive cycles and, therefore,
would be unsuitable for 100-mission life. No elastomeric membranes that are sufficiently compatible
with the RCS propellants to assure a 10-year life have been developed. For these reasons, and be-
cause of its weight advantage over the bellows-type tanks, a screen tank was chosen to provide gas-
free liquid outflow. See figures 2 and 3 for the forward and aft configuration tanks, respectively.
This device works by using the surface tension of the liquid to form a barrier to the pressurant gas.
The PAD is made up of channels which are covered with a very finely woven stainless steel mesh, or
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screen. Contact with liquid wets the screen, and the surface tension of the liquid prevents the pas-
sage of gas. The strength of the liquid barrier is finite, and the pressure differential at which

gas will be forced through the wetted screen is called the bubble point. When the bubble point is
exceeded, the screen is said to "break down," or to transfer gas. However, if the pressure differ-
ence is less than the bubble point, gas cannot penetrate the 1iquid barrier and only 1iquid will be
pulled through into the channels. Therefore, the goal in designing the tank is to minimize the pres-
sure loss while maximizing the amount of propellant expelled, or expulsion efficiency. The pressure
loss is made up of two major components: the flow loss, due to viscous loss, turning loss, entrance
loss, etc., and the hydrostatic head loss (fig. 4). The latter is a function of the acceleration to
which the tank is subjected. The flow losses depend on the puddle size. As the volume of propellant
decreases, the screen surface area in contact with the puddle decreases; thus, to supply the same vol-
ume flow rate, the velocity must be greater and, therefore, the pressure differential must be greater.
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The greatest flow losses occur with the smallest puddle. The expulsion efficiency of a tank is
defined as the smallest residual at which the flow and hydrostatic head-pressure losses, combined,
are equal to the bubble point of the screen. Because the tank is designed to work primarily in a
low-g environment, the hydrostatic head-pressure term is small. However, any ground testing has to
be performed in a one-g environment, and the hydrostatic head-pressure loss very quickly becomes the
dominant term and, therefore, the tank performance cannot be directly determined or demonstrated in
ground tests. This problem was the greatest engineering challenge encountered in the tank develop-
ment program.

To get around this problem, sophisticated math models were developed to characterize the on-
orbit performance of the tank. The math models were developed using ground test of subassemblies
in which flow losses of each device in the PAD were measured.

In early 1980, testing at the system level revealed a serious deficiency in the math models. In
addition to the steady-state pressure drops, a transient-pressure drop, due to thruster pulsing, was
discovered. This loss had not been considered in previous analyses and was unexpected. An addition-
al analysis indicated that when combinations of thrusters were commanded simultaneously, the pressure
drop associated with the opening of the thruster valves was being transmitted through the supply lines
to the tank. There, the analysis showed, the pressure drops were high enough, with more than three
thrusters pulsing, to cause gas ingestion and momentary screen breakdown. Because of the transient
problem, gas could be fed out to the thruster and perhaps cause a thruster to misfire and be de-
selected during a critical mission phase. To avoid this possibility, the number of thrusters which
could be simultaneously commanded per system was constrained to three thrusters for all mission phases
except entry and return to landing site (RTLS) abort. For entry, the acceleration vector causes the
propellant to cover the outlet; therefore, no transient problem is encountered. The RTLS case, how-
ever, still required seven thrusters. To satisfy this requirement, it was necessary to "overfill"
the aft RCS tanks. Overfill means that the tanks are loaded completely full leaving no ullage volume;
therefore, the upper compartment screens are entirely wet and the risk of gas ingestion is almost
eliminated. However, overfill entailed a lengthy 1list of operational problems and procedures and it
was viewed as a temporary solution to the transient problem.

Shortly after the problem was discovered, an intensive effort was initiated to quantify the tran-
sient problem. Again, because the tank performance could not be defined by direct test in a one-g en-
vironment, an advanced transient-pressure math model was developed. It was then correlated with pre-
Timinary test data obtained by the contractor from tests on a tank in one g using a test fluid and
simulated thruster valves. A more detailed model-validation test plan was then developed using a
tank that was specially instrumented with highly sensitive pressure transducers, and a test entitled
"0V-102 Aft RCS Tank On-Orbit Performance Test" was run. This test provided pressure transient data
from an actual system. The tests were run in the worst case attitude and, because of the large hydro-
static head-pressure loss, with a large residual puddle. The math model predictions for one-g opera-
tion agreed fairly closely with the test results, and the model was then used to predict the expul-
sion efficiency of the tanks for on-orbit conditions. A conservative safety factor was included in
the predicted on-orbit performance to account for test uncertainties.

The "on-orbit" tests, along with the math model, indicated that the abort duct in the aft RCS
tank was the device most affected by start transients in the upper compartment and also was the de-
vice that determined the entry expulsion efficiency. Because the abort dump for which it was
designed had been eliminated, it was decided to remove this abort duct from the OV-099 tank. With
this change, the updated math model indicated that the upper compartment would not be sensitive to
on-orbit pressure transients after the screens are initially wetted. To test this prediction, and
also to test the 0V-099 modification tank, a new test concept was proposed. (See fig. 5.) A way had
been found to minimize the test uncertainty due to hydrostatic head-pressure loss and to simulate the
worst case "terminal" puddle in a one-g environment. By wrapping the screen channels with Teflon
tape, leaving a small area uncovered at the bottom of the tank and the aft entry collector uncovered,
a simulated low-g expulsion test could be run. With the collector as a high point, and with liquid
filled until the level is just below it, thrusters are fired. Because only a small screen area is
exposed to propellant flow, the steady-state and transient Tosses are maximized. Because the height
below the collector is small, the hydrostatic head-pressure loss is minimized and thus on-orbit condi-
tions are simulated. The initial results indicated that the tank was performing better than the math
model predictions. The math model developed for the forward tanks indicated that the start tgansients
were not as severe as in the aft system. Therefore, no redesign of the forward RCS (FRCS) tank was
required. As mentioned earlier, during the first flight, as well as on all subsequent flights, the
digital autopilot (DAP) was constrained to firing a maximum of three thrusters simultaneously. A
study by the tank contractor, employing the latest model, indicates that a four-thruster capability
can be attained on normally filled aft tanks. A five-thruster capability could be achieved on an
overfilled aft 0V-099 tank; however, because of the problems associated with overfill, this capabil-
ity will not be pursued. The only major roadblock to deleting overfill is the RTLS, in which the
DAP can command as many as seven thrusters simultaneously. Additional analysis performed for RTLS
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using avionic simulations has shown that no significant quantities of gas are ingested. Therefore,
overfill will be eliminated by STS-8.

With the conclusion of this study, and the 0V-099 performance testing, the RCS tank performance
certification will be complete.

THRUSTERS

One of the major challenges in the Orbiter RCS development was design of the primary thruster.
The thrust size was almost an order of magnitude larger than that used on previous manned spacecraft
reaction control systems. The large thrust size coupled with a need for 38 primary thrusters made
weight a prime consideration in component design. Because early technology work had shown that a
hydraulically operated valve was considerably lighter than a conventional solenoid valve for a Shut-
tle Orbiter-size engine, that concept was chosen for use on the primary thruster (fig. 6). The new
concept introduced new problems. The valve relied on pressure imbalances established by a pilot
poppet to provide the necessary opening force. These valve-actuating pressure imbalances could also
be created by transient-pressure waves generated by other thruster or isolation valve operation with-
in the system. These inadvertent, momentary valve openings were demonstrated to be safe in flight
but unacceptable for ground operation. Furthermore, it was discovered that gas entrapped in recesses
of the valve could slow down both opening and closing valve response and also increase the tendency
for the valve to "bounce" with pressure transients. To minimize the possibility of valve "bounce"
during ground operations, isolation valve operation was procedurally limited to cases in which the
pressure differential across the valve was below 25 psid. To accommodate the slowed valve response
with the presence of gas in the valve, the minimum thruster firing time was increased from 40 to 80
milliseconds, which was still satisfactory for control purposes.

An ongoing problem that has a potential for considerable downstream program impact is the ten-
dency of some primary thruster valves to leak when subjected to low temperature. The problem was
first discovered when liquid was observed to be dripping from the system-level test article engines
during a cold environment test. Additional testing at the NASA Lyndon B. Johnson Space Center (JSC)
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revealed that one out of three valves leaked when chilled from ambient temperature to 300 F. Further-
more, the leakage became progressively worse with increased cycling. Preliminary corrective action
in the form of a 40°-F screening test was introduced to eliminate "cold leakers." Continued investi-
gation of the problem indicated that the TFE Teflon underwent a marked change in thermal expansion
rate in the 650- to 770-F temperature range. Because machining, done as a part of seat fabrication,
was accomplished in this temperature range, some parts had insufficient seat material exposed at re-
duced temperature. The flat-seat, non-temperature-compensating design made the unit very sensitive
to temperature changes. Therefore, to further reduce susceptibility to cold leakage, two actions, in
addition to the screening, were implemented. First, the Teflon is machined at 320 F to ensure uni-
form dimensions with adequate seat material exposed at reduced temperatures. Second, the thruster
heater set points have been raised to maintain valve temperature above 60° F. Even with these ac-
tions implemented, there have been instances of cold leakage when heater power had to be turned off
during ferry flight operations. Whether the incidence of cold leakage increases as valve seat wear
occurs with use still remains to be seen and will determine whether additional work is required.

Another environment-induced development problem involved the requirement for the valve to be ca-
pable of withstanding salt fog exposure. Care was exhibited in selecting materials for the valve,
and all those selected (Inconel 718, Custom 455, and A-286) were individually compatible with salt
fog. However, when all the factors and materials were assembled, a galvanic crevice corrosion on the
Custom 455 occurred. The completed series of ingredients that resulted in the corrosion was the
stacking of the three valve materials against either of the thruster materials, titanium or
columbium, plus the addition of a propellant-soaked crevice around the valve seat, and lastly, the
electrolyte, sodium chloride. Severe and rapid pitting occurred on the valve poppet (Custom 455),
and Tleakage ensued. Results of material testing confirmed the four-material problem and suggested a
material change as a corrective action. Because the failure occurred late in the production process,
the first flight units had already been manufactured and shipped. This situation dictated consider-
ing an immediate corrective action for existing hardware and implementing the material change for
future replacements. The immediate corrective action was to keep the thrusters sealed against mois-
ture and salt air intrusion by keeping plugs and dessicant protection in place at all times when on
the grgund. To date, this approach has been satisfactory, and the long-term solution has not been
pursued.

Another subtle material problem occurred in the fabrication of the injectors. During waterflow
tests of the injectors for the 0V-102 thrusters, water was observed to be externally leaking from the
injector adjacent to the acoustic cavities (fig. 7). No confirmed cause for the cracking was deter-
mined; however, an ultrasonic screening test was invented to isolate the cracked injectors. The
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screening test was imposed at several stages in the manufacturing process in hopes of determining the
cause. During the manufacture of the OV-103 hardware, the problem reoccurred and the screening test
paid off. With some good metallurgical investigative efforts, it was determined that the columbium
was cracking because of hot salt stress corrosion and that fluoride salt exposure, temperature, and
stress all had to be present for cracking to occur. The fluoride salt was a residue from an inade-
quate rinse of a chemical etch used in preparation for welding. The problem was solved by eliminat-
ing the use of the etchant after reaching a certain stage of the injector fabrication process.

One of the latest challenges encountered in the development of the Space Shuttle RCS thrusters
was a premature failure of the disilicide coating on the vernier engines (fig. 8). Coating failures
were first experienced in the component qualification program and later on the flight hardware. Fail-
ures occurred over quite a range of burn times. At first, it was thought to be a single generic prob-
lem with the coating itself, but as testing and investigation progressed, it was shown to be a multi-
faceted problem. The qualification engine coating spalled after 80 000 seconds of burn time, where-
as two of the 0V-102 engines developed coating defects at about 10 000 seconds of burn time. Thus,
it was theorized that not only burn time but thermal cycling as well was critical. The qualifica-
tion and flight hardware both had approximately equal thermal cycles. This theory was negated
when one engine spalled at 10 thermal cycles and others were spall-free after more than 800 thermal
cycles. Evidence pointing to one potential cause was revealed during an inspection of the 0V-099
engines performed to document their condition before their first flight. Two of the engines were
found to have defects, with nothing more than acceptance-test burn time. Examination of the ground-
support throat plugs revealed that metallic fingers on the plug had broken and dislodged pieces
from the new engine coating. These throat plugs were abandoned and new ones designed to preclude
high loads being put into the coating. It was now obvious that the coating could have been and
probably was mechanically damaged in some of the failures, but this mechanism did not explain all
of them. Samples tested at the JSC White Sands Test Facility (WSTF) in a special coating test
that had never been exposed to any throat plugs developed coating defects. Further investigation
determined that poor quality control in manufacture of the combustion chamber was probably contribu-
ting to the early wearout. Ridges, undercuts, and smeared material were found in the chamber before
coating. Coating over these imperfections was producing weak areas, which, when cycled, were causing
coating pinholes or spalling to occur. Combustion chamber machining was subsequently revised to con-
trol intersecting cuts, and the finishing cut now is made in one direction in a single pass. Use of
this new technique minimizes smearing and ridging. Chemical milling was implemented before coating
to further remove any smears and ridges remaining from machining and to remove any contaminants buried
in the surface. Testing to verify the improved manufacturing process is underway.
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FIGURE 8.- VERNIER THRUSTER COATING FLAW.

A/C MOTOR ISOLATION VALVES

An interesting subsystem interface issue that arose on the flight vehicle involves the RCS A/C
motor jsolation valves and their control circuitry. The RCS isolation valves are ball valves that
are driven by high-speed alternating-current motors (fig. 9). The response of the ball is slow, ap-
proximately 1 second for full travel in either direction, but the motor is rotating at 8000 rpm. The
gear reduction is large, and large inertia force in the gear train is partly removed by a friction
brake upon stopping. The valve was built with microswitches for terminating power at the end of
valve travel. The original design accommodated the large inertia by removing power from the motor
before the mechanism came to rest. By this means, the ball and gear train could "coast down" before
impacting the friction energy absorber. The absorber was designed to marginally handle the antici-
pated inertia load. The valves cycled without problems when operated individually and had in fact
completed development testing and part of qualification 1life testing without mishap. However, when
used in the vehicle, the oxidizer and fuel isolation valves were actuated as pairs. Power was left
on until the slowest of the two valves completed its cycle. This mode of operation drove the gear
train of the fastest valve hard into the energy absorber and left stall torque on the motor until
the sTlower valve completed travel and power was shut off. The added momentum of the gear train as a
result of powered impact with the energy absorber caused the absorber to recoil and produce a sudden
inelastic reaction load into the gear train. Repeated cycling of the paired valves could cause the
nylon teeth of the third-stage planetary gear to strip and, thus, disable the valve. The first in-
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FIGURE 9.- A/C MOTOR VALVE CROSS SECTION.

dication of this problem occurred when the 0V-102 forward module RCS was checked out at the NASA

John F. Kennedy Space Center (KSC). The valves were being cycled with a 2-second timing circuit,

and it was noticed that the microswitch feedbacks were intermittent. On closer investigation, it

was discovered that power in excess of 1.15 seconds could cause intermittent open/close indications
because the gear train would backlash enough to cause an open circuit to occur on the microswitch.
Further investigation indicated that the vehicle wiring would leave power on for greater than 1.15
seconds and, therefore, could cause intermittent indications. Driving a valve beyond the microswitch
turnoff signal was known as a "hard cycle." Testing on the A/C motor valve was begun to pursue the
effects of "hard cycling" on "paired" valves. It was discovered that the reliable life of the valve
was no more than several cycles. Work was initiated on redesigning the gear train to accommodate the
larger loads. The resultant product was a new, all-metal gear train incorporating a magnetic brake
in the motor and a different, and significantly better, energy absorber for the inertia load, de-
signed to sustain the full inertia load plus motor stall torque driving into the stop. Certifica-
tion testing of the new valve verified that the new configuration could achieve the required full
100-mission 1ife in the hard-cycle mode. L
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RCS SYSTEM-LEVEL DEVELOPMENT AND CERTIFICATION

A major challenge with any 1iquid propulsion system such as the Space Shuttle RCS is to verify
that all the components combined as a system operate as a unit during all expected operating modes
and that the interaction between components will not cause problems. A second significant activity
required on a system-level test article is the development and verification of all ground checkout
and servicing procedures necessary for a multiuse vehicle. To ensure that these goals were met and
also to verify system structural integrity, a major ground test program was performed on the RCS
(fig. 10). This ground test program included the following major elements.

1. FRCS and ARCS Breadboard Development Test

2. FRCS and ARCS Development Tests
3. FRCS and ARCS Qualification Tests
4. FRCS Thruster Installation Tests
5. ARCS Pressure Panel Tests

6. FRCS and ARCS Vibroacoustic Tests
The major objectives of these test programs were as follows.

1. FRCS and ARCS Breadboard Development Test - Provide early system data to support the anal-
ysis and design efforts and to evaluate servicing and checkout procedures. Simulated propellants

were used in this test.

FIGURE 10.- TYPICAL SYSTEM TEST ARTICLE (FRCS).
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2. FRCS and ARCS Development Tests - Conduct 12 test series on the FRCS and 11 test series on
the ARCS at WSTF to verify RCS design, including evaluation of steady-state and transient performance
under all operating conditions, and develop and evaluate servicing and checkout procedures. This was
the first actual system hot-fire testing on complete FRCS and ARCS test articles.

3. FRCS and ARCS Qualification Tests - Conduct sufficient test series on the FRCS and ARCS to
certify the system for development and operational flights. These tests were divided into Qual I
(STS-1), Qual II (operational flights), and Qual III (OV-099 and subsequent modifications). Thirteen
test series were performed on the FRCS and 15 on the ARCS with each series approximately equivalent
to one mission.

4, FRCS Thruster Installation Tests - Provide data for thermal and structural certification of
the complex RCS thruster installation. The firing tests were performed at simulated altitude at
WSTF, and the vibroacoustic tests were performed at Rockwell International (RI).

5. ARCS Pressure Panel Tests - Certify the RCS helium pressurization system for simulated se-
ries regulator failures including relief system limit testing.

6. FRCS and ARCS Vibroacoustic Tests - Provide data to certify FRCS and ARCS primary and second-
ary structure, components, and tubing for the acoustic environments experienced during ascent. The
FRCS test was conducted at RI and the ARCS at JSC.

Numerous challenges resulted from the problems discovered during the ground test programs
listed. Some of the major challenges and the eventual technical solutions are discussed next.

The breadboard test program revealed two major problems requiring resolution.

1. Servicing procedures resulted in propellant residual entrapment in the helium pressurization
lines. Subsequent activation of the system by opening the fast-response helium isolation valves
produced pressure surges that would sometimes rupture the burst disk in the helium relief system.
This problem was solved procedurally for the 0V-102 vehicle by implementing a series of pressure
cycles called "breathing cycles" which cleared the liquid from the helium lines. For 0V-099 and sub-
sequent vehicles, the problem was solved by a change in the helium system plumbing to add a separate,
dedicated propellant vent line.

2. The ARCS breadboard test revealed that certain combinations of engine firings produced pres-
sure transients in the propellant feed system in excess of the design limits. The pulse characteris-
tics were also erratic under these conditions. As a result of this finding and parallel findings
from the development testing at WSTF, the minimum pulse on/off duration and frequency were changed
from an initial value of 0.040 second on/0.040 second off with a maximum frequency of 12.5 hertz to
0.080 second on/0.080 second off with a maximum frequency of 6.25 hertz. This change resulted in
more propellant usage in some cases but eliminated the pressure transient concern and resulted in
much more repeatable pulse performance with the corresponding reduced risk of engine pressure spikes
and erroneous deselections by the Shuttle RM system. This change was a major step in improving the
reliability of the RCS.

Challenges resulting from RCS system-level development and qualification testing were numerous.
Some of the major challenges involved engine valve problems, servicing and activation problems,
propellant-tank checkout, propellant-tank surge-flow evaluation, and subsystem life certification.
The first major challenge occurred very early in development testing and involved engine/system
incompatibilities. The initial plan was to fill the RCS tanks with propellant and the manifolds with
Tow-pressure gas. During system activation, the propellant isolation valves were opened and the gas
was compressed; these actions left large gas bubbles in the RCS feed system and engine valves. As
discussed in another section of this report, the primary engine valve operation is adversely affected
by gas entrapment. During initial FRCS system-level testing, major problems occurred including
missed pulses, failure of valves to close between pulses, long ignition delays, cold flows of one pro-
pellant due to oxidizer and fuel valve mismatch, and valve bounce due to system pressure transients.
This inefficient operation also caused concern for potential hard-start (spike) problems resulting
from residue accumulation in the combustion chambers. The following plan was implemented to solve
these problems.

1. Change the loading procedure to a vacuum-fill process to eliminate gas bubbles.

2. Perform bench tests on the thruster valves to map performance characteristics as a function
of gas entrapment/flow, static and dynamic pressure, propellant saturation, etc.

3. Install linear variable differential transformers on some thruster valves on the FRCS and

ARCS test articles to determine effects of gas bubbles, saturated propellants, and system pressure
transients.
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4, Change minimum pulse on and off times from 0.040 second to 0.080 second.

5. Run system-level tests with vacuum-filled manifolds and saturated propellants to verify ade-
quacy of modification.

6. Perform single engine pulse tests at altitude simulating conditions seen in step 5 to deter-
mine whether oxidizer and fuel residuals cause problems at altitude.

This program was successful in characterizing the valve and valve/system interactions. The test
program also revealed that the corrective actions of vacuum filling and changing the minimum pulse
time were adequate to allow the thruster valve to be used for flight without major valve or system de-
sign changes.

Problems of engine valve leakage at cold temperatures and low pressure and engine valve bounce
caused by upstream isolation valve or quick-disconnect cycles were also discovered in system-level
testing. These problems were solved by procedural controls and are discussed more fully in the sec-
tion entitled "Thrusters."

Checkout of the RCS propellant-tank surface-tension acquisition screens proved to be another
major challenge. For the screens to perform properly in flight, there must not be any holes in the
screen that will cause a reduction of the bubble-point pressure. It is desirable to have a technique
that allows contingency and periodic checkout of the screens during operations without removing the
propellant tanks or using fluids other than the propellants. The basic process proposed for this
checkout involves filling the tanks with propellants, draining them without drying the propellant
from the screens, and then determining the bubble point (pressure at which gas penetrates the wet
screen surface) through the special checkout ports provided for this purpose. This process proved to
be fairly easy to implement for the fuel tank because of the low vapor pressure of MMH. Implementing
the process for the oxidizer tank, however, proved to be a very difficult task because of the high
vapor pressure of NTO. A1l initial attempts to check out screens on the system level with oxidizer
proved to be unsuccessful because the screens dried out. This challenge was met by implementing a
special test program on the tank alone with simulated system-level checkout access plumbing and
valves. This approach allowed for experimentation with thermal control, tank orientation, and propel-
lant saturation level of the nitrogen gas introduced into the tank. This approach finally revealed
the key controls that must be used to allow checkout with oxidizer. The most important parameter
requiring control is the saturation level of the gas. The incoming pressurant gas (nitrogen) must be
saturated with propellant. Second, the incoming gas must be at the same temperature as, or warmer
than, the tank, and third, the tank pressure should be in the 60- to 70-psi range. The concept was
then proven on system-level tests, and current plans are to implement it for the operational phase of
the program at KSC.

Test effort on the system level caused the development of some very effective techniques for
evaluating the complex surface-tension acquisition devices. The use of X-rays was found to be very
effective in determining the locations of propellants in the tank for evaluating performance, loading
and drain procedures, and potential acquisition device gross damage. Elaborate instrumentation con-
cepts were also developed to evaluate surge-flow pressure differentials in the tank. These were used
to evaluate pressure differentials for high flow rates into and out of the tank associated with
crossfeed/interconnect operations and propellant manifold repressurization. High-response piezoelec-
tric instrumentation was also used to determine differential pressures across the screens to evaluate
engine start transient effects in the tank.

Another challenge associated with system-level testing involved life certification for 10 years
and 100 missions. Obviously, a 10-year/100-mission 1ife test would be very expensive. Therefore,
the concept used was to certify the individual components in bench-type environments for 100 missions
of cycle life and vibration exposure and to run short, 90-day screening tests for propellant compati-
bility. The components and the system were then tested in a development program representing 11 to
13 missions over an approximately 9-month period. This test was followed by a qualification test pro-
gram representing 13 to 15 missions spread over a 3-year period. Including other special tests, the
qualification hardware was exposed to 4 to 5 years of operation. A1l operations on the systems were
designed to be representative of actual Space Shuttle servicing, flight, and repair procedures. The
acoustic test articles were exposed to a full 100-mission or more equivalent exposure in a short time
period except for the FRCS module, which was exposed for only 10 missions and analyzed for the re-
maining 90 missions. A1l failures or problems were analyzed for any life-limiting indications,
and, if a life limit was indicated, it was so noted and identified as limited-1ife hardware. The
described approach was then used for 10-year/100-mission certification with any exceptions being
noted.

The ARCS vibroacoustic test revealed a problem very late in the certification program that

required extensive effort to solve. Initial testing on an ARCS pod structure revealed that vibration
levels on individual components and zones in the pod were higher than had been previously predicted
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and were higher than the levels used for component certification. This pod was originally equipped
with "mass simulated," nonfunctional components with the idea that the levels would be equal to or
less than the levels used in component tests. Therefore, component tests could be used for certifica-
tion. Since the levels were higher, a decision was made to use the vibroacoustic pod for component
certification. This decision required a last minute change to install functional components in the
pod and complete the component and system certification in this manner. Since the levels were higher
in the ARCS, test results could also be used to certify the FRCS components for 100 missions. The
FRCS had only been tested for 10 missions as a system.

RCS INTERFACES

The Orbiter RCS is the most complex RCS ever designed. To use it effectively requires major RCS
interfaces with avionics/software, wiring, instrumentation, thermal control, and structures sub-
systems. A major challenge in the RCS design was to ensure that compatible interfaces exist within
these areas. Although difficult interface challenges existed in each of the areas, perhaps the most
difficult was the RCS/avionics/software interface. Only this interface will be discussed here, Prin-
cipal functions performed in the Shuttle avionics/software for the RCS are redundancy management,
quantity monitoring, RCS crossfeed sequencing, OMS-to-RCS interconnect sequencing and gaging, FRCS
propellant dump, trickle-current testing, and system monitoring and annunciation functions. A1l
these functions required extensive exchange of information between subsystems to ensure that the soft-
ware and the avionics hardware were compatible with the RCS hardware in terms of timing, sequencing,
limit sensing, redundancy requirements, etc. The most complex avionics/software interface is the
area of redundancy management. The purpose of the RM system is to monitor the 44 RCS engines, an-
nunciate and isolate failures, and reconfigure the system to maintain vehicle control during all mis-
sion phases. This function is necessary to effectively maintain the RCS fail-operational/fail-safe
redundancy. The major elements of the final system design are as follows.

1. Fail-off detection - compares computer fire command with engine chamber pressure feedback to
determine whether engine has fired. If no response occurs in an appropriate time, the engine is de-
clared failed-off, annunciated to the crew, and taken out of the available jet table in the computers.

2. Fail-on detection - compares jet driver output with computer fire command to determine
whether an engine is firing with no command. If a failed-on engine is detected, it is annunciated
to the crew so that the appropriate manifold may be isolated to prevent excessive propellant Toss.

3. Valve leak detection - monitors engine fuel and oxidizer injector temperatures to determine
whether engine valve leakage is occurring. If the temperature of the oxidizer injector tube is below
300 F or of the fuel is below 200 F because of rapid propellant evaporation, a leak is indicated.

For a leak indication, the problem is annunciated to the crew and the engine is taken out of the
available jet table. * The crew may then manually close the appropriate isolation valves if propellant
loss is excessive.

4, Manifold status monitor - monitors RCS manifold isolation valve positions to determine
whether valves are open or closed. If the valves are closed, the engines on that manifold are
removed from the available jet table.

5. Jet fault 1imit monitor - 1imits number of jets which may be automatically removed from the
available jet table in response to failure indications. This function is designed to ensure that the
RM system will not automatically remove engines to levels at which insufficient control authority
exists.

A11 RM functions may be overridden by the crew in all phases except for ascent, for which only
limited override capability is available. To date, this system has been very effective in detecting
RCS engine problems and managing RCS redundancy in flight.

The other major avionics/software interfaces are now briefly described. Quantity monitoring
uses RCS helium and propellant-tank pressure and temperature measurements to calculate and display
the RCS propellant status at all times using the pressure/volume/temperature relationship to deter-
mine the quantity of helium gas that has been transferred from the helium tank to the propellant
tank. The RCS crossfeed sequence provides automatic sequencing of 28 RCS/OMS valves to feed RCS en-
gines in both aft pods from the RCS propellant tanks in a single pod. The sequence will also recon-
figure to normal feed and is operational only in ascent and entry phases. The OMS-to-RCS intercon-
nect sequencing and gaging performs the OMS/RCS valve sequencing required to feed OMS propellants to
RCS engines during abort dumps and to reconfigure to normal feed after the dump is completed. During
on-orbit operations of normal missions, the OMS-to-RCS interconnect sequence initiates OMS-to-RCS
gaging and automatically pressurizes the OMS tanks as required. The on-orbit valve sequencing is a
manual operation. The FRCS propellant dump sequence provides capability for the crew - to dump the
FRCS propellant through opposing Y-axis engines for center-of-gravity control. The trickle-current
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test is used to check the electrical circuits that provide voltage to fire the RCS engines. Various
RCS pressures and temperatures are limit sensed, displayed, and annunciated by the avionic/software
interface to alert the crew of potential RCS problems.

OPERATIONS

Operations challenges for the RCS can be divided into two major categories: ground operations
and flight operations. More emphasis is placed on ground operations because most major operations
challenges have occurred in that area. As an introduction to ground operations, the basic opera-
tional concept for the RCS and the OMS is described.

The basic design concept for the hypergolic systems with their toxic, flammable propellants is
to include the systems in modules or pods that can be removed from the Shuttle Orbiter and taken to
a dedicated maintenance facility for hazardous repair or checkout operations. This facility is
called the Hypergolic Maintenance Facility (HMF). By performing hazardous operations in the HMF, the
work can be done in parallel with other Orbiter work and, thus, valuable turnaround time between
flights can be saved. The HMF s also used to perform lengthy checkout operations, whether hazardous
or not, to save serial turnaround time. The modules or pods are also provided with access panels and
numerous plumbing access connections to enable performance of most checkout functions in the Orbijter
Processing Facility (OPF) without removal from the vehicle. The decision on whether to perform re-
pair or checkout in the OPF or the HMF is usually based on access and turnaround time considerations.

Development of ground checkout philosophy has been a major challenge for a reusable system that
contains highly corrosive propellants, is used on a continuous basis in flight, and has considerable
redundancy. The general philosophy that has been developed is as follows. A complete electrical and
mechanical checkout on the FRCS module and the ARCS pods is performed by the manufacturer before the
units are delivered to be installed on the Orbiter. The interfacing Orbiter electrical and instrumen-
tation wiring is also checked out using module and pod simulators before the actual hardware is in-
stalled. The most critical components and the system plumbing integrity are checked again in the
HMF before final installation on the Orbiter. After the module and pods are installed for the first
Orbiter flight, the electrical components are checked for proper end-to-end channelization where pos-
sible by actual physical response, e.g., flow, pressure, or temperature response. The system is then
loaded with propellants and helium on the launch pad. During the actual flight, the system pressures,
_temperatures, quantities, and valve positions are monitored closely for any indication of malfunction.
Special procedures are also used to get as much component functional data as is reasonably possible
by changing from one operational component to a redundant component during each mission; this is done
with regulator paths, heaters, and engines. Special hot-fire tests are also performed to check out
engines that might not normally be used. Use of this technique verifies the functional capability of
as many components as possible to reduce ground checkout requirements. After the Orbiter lands, com-
ponent checkout is performed on a very limited number of components every flight based on their crit-
icality and whether they can be checked out in flight. Most components are only checked out on a
5- or 10-mission basis to screen for unexpected deterioration. The system plumbing is leak checked
by monitoring for pressure decay at normal turnaround pressures after every flight. The engine cham-
ber and nozzle coating is also inspected for defects after every flight. By using the described ap-
proach, the turnaround time is minimized without excessive sacrifice in reliability.

One of the first major challenges encountered in actual operations was the need to provide rain
protection for some of the Orbiter engines after the protective structure was moved away and the pro-
tective ground covers were removed from the RCS engines. The requirement was to protect the three
upward-facing engines and eight of the left side engines from rainwater accumulation on the Tlaunch
pad. The upfiring engine covers had to prevent water accumulation that could freeze in the injector
passages during ascent. The side-firing engine covers had to prevent water from accumulating in the
bottom of the chamber and to protect the chamber pressure-sensing ports. Freezing of accumulated
water during ascent could block the sensing port and cause the engine to be declared "failed off"
when it was first used. The original design concept was to install Teflon plugs in the engine throats
(side-firing) and a combination Teflon plug tied to a Teflon plate that covered the nozzle exit
(upfiring). This concept added vehicle weight, required special procedures to eject the plugs in
flight, and had the risk of accidental ejection in ascent that could damage tiles. The second con-
cept evaluated involved Teflon sheets that were glued to the nozzle exits and pulled off by lanyards
when the crew access structure was retracted. This concept was considered to be unnecessarily com-
plex and did not provide protection all the way to launch or for all the engines. The final solution
was a novel approach of using ordinary plastic-coated freezer paper cut to fit the exit plane of the
nozzle and glued in place (fig. 11). Tests proved this concept would provide a reliable seal under
all expected rain and wind conditions. Wind-tunnel tests revealed that the covers could blow off in
ascent before Mach 1. The covers were, therefore, very low cost, simple, and added no significant
weight.
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FIGURE 11.- PAPER ENGINE COVER.

The next major operational challenge involved RCS engine valve leakage problems during ground
turnaround. Following the first orbital flight of the Shuttle, the FRCS module and the ARCS pods
were removed for inspection and checkout. A test was performed to evaluate the capability to evacu-
ate the manifolds after they had been drained of propellant but not completely dried. Following this
test, four RCS engine oxidizer valves developed high gas-leak rates. This leakage caused great con-
cern because the leak rate was high enough to indicate that the valves might Teak liquid. To under-
stand the problem, one of the engines was removed for failure analysis. This failure analysis, in
combination with the analysis performed on another engine removed for a different reason, revealed
the causes for the leakages. The valves had Tow Teflon seal height and some nitrate deposits in the
seal area. The drying of the oxidizer system by evacuation caused Teflon shrinkage, which, in combina-
tion with the nitrates, caused leakage. It was expected that rewetting the seal with liquid oxidizer
would swell the seal and dissolve the nitrates and, therefore, prevent 1iquid leakage. Experience
has shown that this does happen. The KSC turnaround procedures were changed to preclude drying the
RCS manifolds by evacuation unless they are to be refilled immediately with liquid. The problem of
oxidizer valve gas leakage during turnaround has not recurred.

Prevention of iron nitrate contamination in the RCS oxidizer proved to be another operational
challenge. Storage of oxidizer in tanks and plumbing that contain iron has been found to cause iron
contamination in the propellant. This contamination can form a nitrate that can precipitate and
cause valve leakage, filter blockage, interference in sliding fits, etc. Several RCS component fail-
ures were related to this problem; the most prominent one was the failure of a ground-half quick dis-
connect to close resulting in an oxidizer spill on the launch pad just before STS-2. A program was
implemented at WSTF to determine the parameters that cause iron nitrate formation and then to imple-
ment procedures to prevent their formation in Shuttle propellants. This program resulted in under-
standing the relationship between iron, water, and nitric oxide content and nitrate formation.

Also, production and storage controls and filtration techniques to remove the iron were developed.
With the implementation of these controls, the iron nitrate problem appears to have been solved.
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Another major operational challenge was development of the best procedures for ferry flight of
the Orbiter RCS after a mission. Because of the initial concern for engine valve leakage at cold tem-
peratures and propellant slosh effects on tank screens, the RCS propellants were drained at the land-
ing site before ferry flight. Following STS-2, the drain operation had two valve sequencing errors
that subjected the RCS propellant tanks to potentially damaging surge flows. These errors were attri-
buted to the remote location of the drain site and the difficulty of communications between the drain
site and KSC, where the systems data were available. Consequently, the operations site (KSC) recom-
mended that the propellant not be drained before ferry flight. This recommendation was accomplished
after STS-3 by turning the RCS thruster heaters and FRCS area heaters on through a special hookup to
the carrier airplane. The carrier airplane was also instrumented with a special accelerometer to
monitor for excessive slosh loads on the RCS tanks. A recognized risk was taken that 15 to 25 per-
cent of the RCS thruster valves might leak as much as 10 cm?/hr of liquid propellant during ferry
flight even with the heaters on. This approach has been successful on all ferry flights from STS-3
to the present with only minor leakage occurring in a few engines. Damaging slosh loads have never
been encountered.

The incidents that occurred during draining at the landing site created another major operations
challenge. There was concern that the RCS tank screens and/or internal bulkhead structure might have
been damaged by the surge flow into the tanks. Since the RCS tank checkout procedures by bubble-
point technique had not been fully developed at that time and no ground-support equipment (GSE) was
available to perform in-place tank checkout, the only way to check the tanks was to remove them and
send them to the manufacturer for checkout. This action would have been a major impact to the pro-
gram schedule and to hardware deliveries for subsequent vehicles. To avoid this impact, a decision
was made to attempt to duplicate the surge incidents on the ARCS test system at WSTF and then to
check out the test tanks to determine whether damage occurred. This resulting test program required
a meticulous duplication of all the procedures that had been performed on the systems at the landing
site. This duplication was particularly challenging since data were not available during some pe-
riods at the landing site and the crossfeed plumbing and the GSE were different at WSTF than on the
Orbiter. The test program was successfully completed, and results indicated that the tanks on the ve-
hicle were not damaged. This testing resulted in saving about 2 months on the Shuttle schedule, since
the tests at WSTF were run in parallel with the other Orbiter operations and no checkout times were
required for the tanks.

The next major operations challenge occurred after STS-3, when the Shuttle Orbiter landed at
White Sands, New Mexico. Just after landing, high winds blew gypsum sand into the RCS engines before
they could be covered. This event caused concern that the injector orifices could be blocked and
thus cause unstable combustion and/or improper cooling of the combustion chamber walls. Results of
bench tests revealed that the gypsum would migrate into the passages of the injector, particularly on
the upfiring engines, where the gypsum accumulated on the injector face. Results of bench tests also
revealed that the gypsum would harden and cake when exposed to propellants or water such as seen in
ferry flight (cold Teakage and moisture from the air). To solve this problem, a plan was implemented
to remove and replace all nine of the upfiring engines and to remove three horizontal-firing engines.
The three horizontal-firing engines were inspected and test fired to ensure that no detrimental ef-
fect? we;e seen. Data from these three engines were then used to clear the other horizontal engines
for flight.

A general program goal during the operational phase has been to improve/reduce turnaround
time and operations. The RCS program has been very successful in this area to date, and additional
reductions are expected in the near future. Major turnaround improvements to date include the
following.

1. Deleted screen drying requirement - 16 hours.

2. Developed computer program to track nitric oxide content in oxidizer and thus deleted re-
quirement for postflight oxidizer samples ~ 8 hours.

3. Deleted requirement to drain and refill tanks and manifolds between flights - 2 to 3 days.
Turnaround improvements in work include the following.

1. Delete overfill requirement on the ARCS propellant tanks - 1 to 2 days.

2. Improve loading procedures - 8 hours.
These improvements have been achieved primarily by implementing special programs on the test articles

at WSTF to ensure that the changes are acceptable. The testing has also been supplemented by anal-
ysis efforts in some cases.
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Numerous problems or challenges and their solutions have been identified in this paper. The so-
lutions to the problems have produced satisfactory operational hardware. The real achievement in com-
pleting the development program, however, was not in the final hardware itself but in what was learned
to make that hardware possible. Those real achievements on this program must become the routine work-
ing tools for the next major effort so that the creative engineers of tomorrow may spend their time
constructively in dealing with tomorrow's challenges.
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SPACE SHUTTLE ORBITER AUXILIARY POWER UNIT
DEVELOPMENT CHALLENGES

Renee Lance and Dwayne Weary
NASA Lyndon B. Johnson Space Center
Houston, Texas 77058

ABSTRACT

When the flying spacecraft was approved for development, a power unit for the hydraulic system
had to be developed. Unlike other systems on the Orbiter, there was no precedent in earlier space-
craft for a hydraulic system nor for the power unit to drive the hydraulic pumps. The only proto-
types available were airplane auxiliary power units, which were not required to operate in the severe
environments of a spacecraft nor to have the longevity of an Orbiter hydraulic power unit. The chal-
lenge was to build a hydraulic power unit which could operate in Og or 3g, in a vacuum or at sea-
level pressure, and at -65° F or 2250 F, which would be capable of restarting while hot, and which
would be capable of sustaining the hydraulic loads for the T1ife of the Orbiter. This paper describes
the challenges of building such a machine and the manner in which they were met.

INTRODUCTION

This paper deals with the problems associated with providing power to aerodynamic control sur-
faces and other functions, such as steering and braking, for a vehicle intended to function as both
a spacecraft and an aircraft. The approach selected to accomplish these tasks for the Space Shuttle
Orbiter Program was to use a conventional hydraulic system and thereby to establish conventional air-
craft hydraulic system technology as the foundation of the Orbiter system. This approach minimized
the technology development requirements except for the power supply unit. Developing a power supply
unit to drive the hydraulic pumps thus became one of the major challenges for the Space Shuttle
Orbiter Program.

The basic approach to providing hydraulic power for the Orbiter was to use a small, high-speed,
monopropellant-fueled turbine power unit to drive a conventional aircraft-type hydraulic pump. Al-
though a misnomer, the power unit was labeled an auxiliary power unit (APU) because of its similarity
to conventional aircraft emergency power units, traditionally called APU's. Here, in the name, much
of the similarity ends. The stringent requirements imposed on the Orbiter APU quickly made this ma-
chine different from existing aircraft APU's.

REQUIREMENTS

Basically, the Orbiter APU's were required to operate in temperature environments of -540 C
(-659 F) to 1079 C (225° F), in acceleration environments of Og (on orbit), 3.3g (boost), and 1.5g
(1anding shock), and in pressure environments of sea level to space vacuum. The units were required
to operate for 92 minutes each mission at power levels from 8 to 148 horsepower. A minimum of two re-
starts was required during each mission. In addition, the APU's were to be used for the 100-mission
Tife of the Orbiter. A breakdown of APU design requirements is shown in table 1. During the ascent,
descent, and landing portions of a mission, reliance is placed on the Orbiter hydraulic system (fig.
1) for critical flight control functions. These functions include providing power for the Orbiter
control surfaces (rudder/speedbrake, body flap, and elevon actuation systems), main engine gimbaling
and propellant control during ascent, landing gear deployment, and steering and braking during land-
ing. Operations occur during launch/ascent, on-orbit checkout, reentry/descent, and landing/rollout.

Operational effectiveness of the APU is predicated on reliable, failure-free operation during
each flight, on mission life (reusability), and on serviceability between flights (turnaround).
Achieving these elements was the challenge presented to the APU development team consisting of
the NASA Lyndon B. Johnson Space Center (JSC), Rockwell International, Sundstrand Corporation,
and the Sundstrand subcontractors.

SYSTEM DESCRIPTION

The Orbiter vehicle uses three complete APU subsystems and three hydraulic systems. The APU's,
including their fuel systems, are isolated from each other. Pressure-actuated cross-1inks are pro-
vided between the hydraulic systems so that in case of a failure in a single APU or hydraulic system,
the remaining two systems can accommodate the total hydraulic load.
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TABLE 1.- ORBITER APU DESIGN REQUIREMENTS

Parameter

Requirement

Basic

Design

Operation
Power, hp
Nominal (normal

speed)l 5l

Maximum (high

spasdt ot T e e i,

Life between scheduled

maintenance, hr
STARES § % e i

Thermal control . . . .

Tank capacity, nominal

The{lg) s A s e &

Duty cycle, min

Nominal w.a. s o5 &
Abort once around .

Environmental

Temperature, OF (OC)

Min. prelaunch
Min. on-orbit .
Min. atmospheric
FA3ghT. L. oo
Max. reentry
soakback . .
Acceleration, g
BODSER: s o o .
Orbit|s » + e
Landing shock .
Vibration, gms
Level A
X=axis. .o
VAN o hnpte
F=axXis h iy o

Level B
X=axis. o w »
Y=axisl .. . =
Z=3XA8" & s
Pressure . . . .

« s s s

Co S

Provide shaft power for 3 hydraulic pumps to operate aerodynamic
control surfaces, main engine thrust vector control, main engine
valves, landing gear, brakes, and steering

3 independent APU subsystems; 1iquid hydrazine fuel supply, filter,

valve, APU, controller, lubrication system, thermal management,
cooling provisions

134

148

20

Prelaunch, hold, checkout, contingency checkout, and reentry

Maintain fuel, lubrication oil, and water temperature at 45° to
1500 F (79 to 650 C); control fuel system soakback to <2000 F
(<939 ()

350 (158.8)

92
120

0 (-18)
-65 (-54)

-40 (-40)
225 (107)
3.3

0

1.5

L)

8
4
4,
553
2.6
2.6
Sea-

ea-level to space vacuum

The APU's are hydrazine fueled, turbine driven, and restartable a multiple of times. Power is

delivered to the hydraulic pump through a lubricated zero-g, all-attitude gearbox.
thermal control system to prevent both freezing of the fuel during periods of low-temperature environ-
mental exposure and overheating during heat soakback following operation and shutdown.

controller provides all of the functions to check out key APU status parameters before launch, con-

trol during operation (startup, speed control, shutdown, redundancy management), and thermal manage-
ment before and after operation.

A functional schematic of the APU subsystem is presented in figure 2. Figure 3 shows the APU
configuration. The Orbiter installation is shown in figure 4, in which the locations of the fuel
feed system, the fuel tankage, the water cooling system, and the water tankage are indicated.
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FIGURE 1.- ORBITER HYDRAULIC SYSTEM SCHEMATIC.

Monoprope11ant-grade hydrazine fuel is supplied to the inlet of the fuel pump at pressures rang-
ing from 80 psia (5.5 bars) to 370 psia (24.5 bars). The fuel pump increases the pressure to approxi-
mately 1500 psia (103 bars). The high-pressure fuel is directed through the gas generator valve mod-
ule (GGVM) to the gas generator (GG). The GG catalytically decomposes the fuel into gas at a tempera-
ture of 17000 F (927° C) and at a nominal pressure of 1260 psia (86.5 bars); the gas is then directed
through a two-stage, supersonic reentry turbine. After work is extracted by the turbine, the gas is
used to cool the gas generator by flowing over it before exiting the APU.

Once turbine operating speed is achieved, it is controlled within +8 percent by the GGVM, the
electronic controller, and speed sensors. Three redundant speed sensors mounted at the turbine shaft
provide the electronic controller with pulsed speed signals. The primary nominal turbine operating
speed is 75 000 rpm. If the primary speed control mode fails, a secondary speed control mode of
81 000 rpm is activated automatically. This secondary mode may also be selected manually in the
event the APU is required to have greater load-carrying capacity. Should the secondary speed control
mode fail, a backup (part of the primary circuit) control mode of 83 000 rpm is activated automati-
ca]]gé If both primary and secondary control modes are inoperative, automatic shutdown occurs at
93 000 rpm.

The power from the turbine shaft is transmitted to the hydraulic pump, the fuel pump, and the Tu-
brication pump through the gearbox. The gearbox design features piston accumulators that function as
variable-capacity oil reservoirs and gearcase walls that closely conform to the gears. These features
enable the lubrication system to function in any attitude and in zero g (ref. 1). Component descrip-
tion and performance may be obtained through references 2 and 3.
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FIGURE 2.- AUXILIARY POWER UNIT SUBSYSTEM SCHEMATIC.

EARLY DESIGN PROBLEMS AND SOLUTIONS

Early in the APU development program, several significant technology issues arose. Key among
these were problems with fuel pump life and performance, turbine wheel blade and shroud cracking,
gas generator life and hot-restart capability, control valve seat/poppet 1life and valve performance,
gearbox accumulator performance, turbine shaft seal leakage, lubrication oil silting, gearbox perfor-
mance at low ullage pressures, exhaust turbine containment housing 1ife (cracking), turbine overspeed
containment, and controller manufacturing. In the paragraphs to follow, these problem areas are de-
scribed and the solutions or actions taken discussed.

FUEL PUMP

Because of the very poor Tubricity properties of hydrazine, galling of the fuel pump gears was
an early problem that significantly 1imited pump 1ife. The approach taken to resolve this problem
was to reduce the pitch velocity, to design the gear teeth to minimize s1iding contact between the
gears, and to use a gear material less sensitive to galling. This change was accomplished by using
a very hard material and many small teeth rather than a few large ones. The resultant design was a

16-pitch, 17-tooth gear made from M2 tool steel. This design is in use today and effectively pro-
vides unlimited fuel pump life (fig. 5).

Poor performance (volumetric efficiency) was another problem characteristic of the early fuel
pump. This problem was found to be associated with dimensional instability of the graphite sleeve
bearings, which permitted internal leakage. The solution was found in the area of clever manufactur-
ing processes rather than in the primary material selection. By partly machining the bearings, then
soaking them in hydrazine -before final machining, reasonable dimensional stability was achieved.

This process was augmented by the use of 0O-ring seals between the bearing-face ends and the cover
plate (body). These changes improved the basic pump performance to such an extent that a controlled
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FIGURE 3.- AUXILIARY POWER UNIT ASSEMBLY.

leak (drilled passage from the high-pressure side of the pump to the low-pressure side) is now used
to match (lower) the output pressure to levels required by the gas generator design.

During development testing, fuel pump drive~shaft seal leakage problems resulted in several de-
sign iterations of the bellows in the seal. These changes were not successful, and after a bellows
failure during an Approach and Landing Test (ALT) flight, the bellows-type shaft seal was replaced
with a seal that uses an O-ring in place of the bellows to seal between the carbon-face seal holder
and the seal case. No further problems with massive fuel leakage due to seal failures have been expe-
rienced. A disassembled fuel pump is shown in figure 6.

TURBINE WHEEL

The APU turbine wheel is a 5-1/4-inch-diameter, impulse-type turbine using a blade tip shroud
(fig. 7). Early problems with the wheel included blade root cracks (fig. 8), shroud cracks, inade-
quate welds between the blade tips and the shroud (fig. 9), and blade trailing-edge cracks at the
blade tips. The trailing-edge cracks propagated to the point at which pieces of the blades would
break off. The combination of blade root cracks and shroud cracks led to at least one instance of
loss of a blade and a portion of the shroud during APU operation (fig. 10). The trailing-edge crack-
ing was found to be caused by aerodynamically induced fatigue acting on the very thin (0.005 inch)
trailing edge near the tip of the blade. Analysis results indicated that this part of the blade
could be removed with a small 450 chamfer at the blade tip without significant effect on performance.
Testing later verified this as an acceptable solution for the problem.

The blade root cracking was resolved by carefully controlling the blade root corner radiuses.
Stress caused by sharp radiuses was found to cause the cracking. Careful design and dimensional
control of the electrochemical-machining (ECM) tooling successfully resolved this problem. The
shroud cracking situation was found to be related to both material selection and the welding process.
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FIGURE 7.- TURBINE WHEEL.

FIGURE 9.- METALLOGRAPHIC SAMPLE OF EB-WELDED

JOINT RANDOMLY SELECTED. ARROWS DENOTE UNWELDED
AREA IN CENTER OF JOINT (14X).

FIGURE 8.- AIRFOIL ROOT CRACKS AFTER 28 HOURS IN

APU 102.

VIEW OF INSET AREA (ABOVE)
SHOWN AFTER FAILURE ——

FIGURE 10.- SHROUD CRACK.
FAILURE. BOTTOM:

TOP:

Increased strength and weldability characteristics were achieved by changing the shroud material from

Hasteloy X to Inconel 625.

Then, a very precisely controlled electron-beam (EB) weld procedure was

developed to ensure full penetration weld across the chord of the blades without overheating the

shroud.

These actions eliminated the shroud crack problem.

GAS GENERATOR VALVE MODULE

Development of a reliable valve (fig. 11) to control the fuel flow into the APU gas generator

proved to be one of the most challenging tasks of the APU program.

fuel into the GG at frequencies of 1 to 3 hertz.
and efficiency reasons.

The valve is required to "pulse"
Leakage requirements were stringent for both safety

In addition, the valve is exposed to significant pressure fluctuations (80

to 1500 psia per cycle) and must provide high response, yet have high reverse-cracking capability to

seal against the GG pressure at valve closing.

The primary problems with the valve centered around leakage and limited life due to wear and

failure (breakage) of the tungsten carbide valve seat.

Considerable effort was invested in redesign
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of the seat, in stress analysis, and in developing manufacturing processes. This effort resulted in
an intricate seat design with concentric, dual-sealing surfaces and redesigned internal flow passages
(fig. 12). The seat was diamond slurry honed as part of the manufacturing process to remove the re-
cast layer left by the electrodischarge machining (EDM). This recast layer is a source of stress
risers (cracks) and was considered one of the primary factors causing seat failure. The machining
and manufacturing process turned out %c be almost an art, and all seats and poppet assemblies were
manufactured in a small, one-man shop.

Key lessons learned during the acvelopment of the GGVM include the following.

1. The tungsten carbide seat material is sensitive to many solvents and other fluids. Leaching
of the binder material can significantly reduce strength and initiate intergranular cracking.

2. The seat configuration (internal corners, interfaces, etc.) caused residual internal stress
that greatly affected the cracking characteristics.

3. The condition of the seat material surface significantly affected the cracking characteris-
tics. The irregular, porous, cracked recast layer left after the EDM process was directly related to
seat cracking.

4, Seat wear characteristics (1ife) were directly related to concentricity between the seat and
the poppet, to seat-land width, to seat-poppet impact velocity, to closing spring force (reverse-
cracking pressure), to poppet self-alinement design features, and to overall seat-poppet alinement
established during the valve assembly process.

5. The use of damping oil in the valve armature area reduced rebound and was effective in re-
ducing seat wear and seat-land edge chipping problems.

GAS GENERATOR

A key component of the APU is the gas generator. The GG receives hydrazine from the GGWM in
short controlled pulses. The fuel is injected (flows) radially into a Shell 405 catalyst bed, where
it is decomposed into hydrogen, nitrogen, and ammonia. The resultant gas mixture leaves the bed at
approximately 1200 psia and 17000 F. The performance and the useful life of the GG are measured by
the stability of the decomposition process. Pressure fluctuations (roughness) of greater than 10
percent of the steady-state level, pressure spikes (pulse spiking) of 2000 psia, or three consecutive
pulses greater than 1900 psia indicate that the GG is no longer serviceable.

Key design features developed to extend useful GG 1ife centered around the fuel injector and the
catalyst bed. The size, the shape, the distribution, and the retention scheme for the catalyst gran-
ules were factors receiving significant development effort. The final design used had concentric, cy-
lindrical beds separated by a cylindrical divider (figs. 13 and 14). The inner bed was packed with
14- to 18-mesh catalyst retained within a unique metal foam. The outer bed did not contain the metal
foam. The technique used to pack the bed was found to be critical to good performance. This is an
art-1ife operation consisting of pouring, shaking, tapping, and, in general, handworking the proper
amount of catalyst into the bed. Because of the subjective nature of the operation, it has been, and
still is, a basic concern in the manufacturing process.
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Injector design was also a critical element of GG performance. The current design consists of
a core body with shaped fuel distribution channels feeding four injector panels. The injector panels
are made from a sintered metal mesh material called Rigimesh (fig. 14). These panels produce uniform
radial and axial distribution of fuel being fed radially into the catalyst bed. Design of the in-
jector to produce uniform fuel distribution was a key element in extending GG life.

Another primary driver relative to GG bed 1life was vibration. Each piece of the GG was care-
fully analyzed and designed to minimize vibration within the GG. Specifically, the unit and its com-
ponents were designed such that their natural frequencies did not tune with the APU or the hydraulic
pump characteristic frequency. In some early configurations, resonances discerned at the 600-hertz
pump frequency and at the 1250-hertz turbine frequency resulted in very early GG performance deterio-
ration (roughness) due to mechanical breakup of the catalyst. The catalyst breakup caused bed voids,
which allowed small accumulations of fuel to decompose violently and cause pressure roughness.

Thermal control within the GG was another area of significant concern. Overheating of the in-
jector assembly during soakback after APU shutdown caused damage to the GG, damage to GGVM seals, de-
composition of residual fuel in the injector upstream of the injector Rigimesh panels, and damage to
the panels themselves (fig. 15). Early corrective actions included using a copper heat shunt between
the injector and the GGVM mounting plate to dissipate some of the heat in the injector, and decreas-
ing the thermal mass of the injector such that the incoming fuel could better cool the injector.

Even though these changes resolved the thermal concerns about the operating APU, it was found
that if the APU restarted before the injector cooled to less than 4000 to 4500 F, the fuel would
thermally decompose behind the injector panels and cause damage to the injector and would even feed
back upstream to damage the GGVM. Limited hot-restart capability was finally achieved by adding an
active water cooling system to the GG to be used only for hot restarts. This system injects water
into a cavity within the injector. The steam thus generated is vented overboard (fig. 16). Use of
this system enables restarts at any time after the cooling process, which requires a 210-second
delay, is completed.

HYDRAZINE

In addition to the hot-restart problems discussed previously, the thermal instability of hydra-
zine also caused major problems with the APU fuel feed system (GGVM and fuel pump). After APU shut-
down, soakback temperatures of 2750 F and higher were causing excessive fuel decomposition within the
GGVM and the fuel pump. Although the process was low order and did not damage the hardware, it did
produce gas bubbles in the fuel system. After an "explosion" severely damaged a GGVM during an APU
test (fig. 17), subsequent testing and analysis revealed the potential for adiabatically compressing
hot gas bubbles within the GGVM and thereby increasing the temperature of the fuel vapor in the bub-
ble to the point at which detonations occurred. This situation was controlled by 1imiting the maxi-
mum soakback temperatures in the fuel feed system (2000 F) to minimize bubble formation and, by the
same action, eliminating any APU starts when fuel feed system temperatures were higher than 2000 F,
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The fuel pump and GGVM temperatures were controlled by use of an active water cooling system that
sprays water externally onto the components (fig. 18).

During the course of the APU development, the sensitivity of hydrazine to decomposition has been
a continual concern. Critical elements involved are temperature, materials in contact with the fuel,
and purity of the fuel. High-purity hydrazine in contact with certain materials decomposes at signif-
icant rates at fairly low temperatures. Contamination within the feed system is always a concern and
has the potential of causing detonations. Rust in any form is a catalyst and causes great concern.

A series of tests at the JSC White Sands Test Facility (WSTF) is being performed to define the
compatibility of hydrazine with various materials and to define the sensitivity of hydrazine to the
adiabatic-compression phenomenon. In addition, the effects of shock-wave propagation through the
fuel and its vapor are being investigated. This work is being done to gain a better understanding of
hydrazine in its application as a fuel and to ensure that, for use in the APU's, there are adequate
safety margins relative to temperature limitations, to material compatibility, to shock and compres-
sion phenomena, and to the composition and chemical control of the fuel.
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GEARBOX

The APU gearbox is required to reduce the 75 000-rpm turbine shaft speed to the hydraulic pump
speed of 3700 rpm. It also drives the fuel pump and the lubrication oil pump. Development chal-
lenges were associated with the 0il accumulators (required to control the oil-gas ratio in the gear-
box), operation at Tow gearbox pressure, shaft sealing, and lubrication oil contamination. The o0i1l
accumulators in the gearbox control the quantity of 0il in the lubrication circuit. To maintain
proper lubrication oil flow and pressure, the ratio between 0il and gas (void volume) must be con-
trolled. Excessive 0il causes churning and oil overheating, whereas insufficient oil causes inade-
quate oil flow. The original accumulators were pistons, sealed with an elastomeric diaphragm (Bel-
lofram, fig. 19). Failures of the diaphragm were common because of wear, scuffing, and folding as
the pistons moved. The end results were contamination of the Tubrication oil, Teaks between the o0il
and gas side of the accumulators, and occasionally o0il flow restrictions when a damaged diaphragm
blocked the accumulator oil outlet passage. This problem was resolved by replacing the diaphragm
with piston-ring-type seals made of Teflon.

During the development test program, it was determined that if the pressure within the gearbox
was less than approximately 1 psia, the oil pump was incapable of functioning in a satisfactory man-
ner (i.e., low pressure could develop on orbit because of seal leakage). The problem was primarily
due to low net positive suction head (NPSH) pressure at the pump, but because the system is a closed
loop which is not completely filled, voids could also form at the pump inlet. It, therefore, became
necessary to provide a fluid (gas or oil) for the pump to displace to assure presence of 0il at the
inlet. This problem was resolved by adding a gaseous nitrogen pressurization system which guarantees
a minimum of 4 to 7 psia in the gearbox at startup and during operation (fig. 20).

Shaft seal design was also one of the significant technical development challenges, especially
the turbine shaft seal. When operating at high speeds and high temperatures, leakage was a con-
tinuing problem. Acceptable performance was finally achieved by using a hand-lapped, carbon-face
seal with special provisions to ensure high face loading and stable rotational dynamics. Special
lubrication 0il cooling was also required for satisfactory performance.

Leakage of the turbine exhaust products through the turbine shaft seal caused another unusual
secondary problem. The ammonia in the exhaust gases reacted with a particular additive in the lubri-
cation 0il to produce a silt that was plugging the oil filter and adversely affecting lubrication sys-
tem performance. Once the additive was identified, a new 0il was selected and the silting problem re-
solved.

The gearbox shaft seal at the fuel pump interface (bellows-type carbon-face seal) coupled with
the shaft seal on the fuel pump posed problems that have not been solved (fig. 21). Slight Tleaks
through these seals result in contamination of the lubrication oil with hydrazine. The reaction of
the hydrazine with the lubrication oil produces contamination in the gearbox composed of a waxy,
long-chain polymer (hydrazide) and a salt (pentaerythritol). The search for a hydrazine-tolerant
01l is still in progress. Because free hydrazine in 2700 F oil is dangerous because of the poten-
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tial for‘detonation of the hydrazine, the most promising approach has been to add scavenging agents
tq the 0i1. However, this method has tended to cause some incompatibility problems between the
0ils and certain metals within the APU. Efforts in this area continue.

TURBINE HOUSINGS

.Early in the development test program, it was discovered that the Stellite turbine containment
housings and exhaust housings were cracking because of thermal cycling stresses (figs. 22 to 24).

GEARBOX SEAL

FIGURE 21.- APU FUEL PUMP,
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_ |
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FIGURE 24.- CRACK AT 25° VENT, APU EXHAUST HOUS-
ING.

FIGURE 23.- TYPICAL EXHAUST HOUSING CRACKS.
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Analysis results showed that the normal thermal cycles associated with starting and stopping the APU
were causing stresses that exceeded the elastic limits of the Stellite. These cracks would develop
within as Tittle as 5 hours of APU operation. However, they were in noncritical areas and never ad-
versely affected APU operation. The housings were qualified for 20 hours of operation with cracks.
Part of the rationale used to support qualification with the cracks was that several cracked housings
were used for more than 40 hours and two for more than 70 hours without any problems. The cracks

were a concern, however; if the cracks were to continue to grow, housing failure would be theoreti-
cally possible. For this reason, a housing material change has always been high on the list of poten-
tial APU product improvement items. Sundstrand has fabricated housings using Udimet LX. Early devel-
opment testing indicates that this material change could eliminate the cracking problem.

TURBINE FAILURE CONTAINMENT

The basic APU was designed with a turbine wheel radial containment ring and a blade tip seal and
rub ring to safely control failures of the high-speed assembly (fig. 25). The honeycomb seal and rub
ring was designed to dissipate rotational energy of a failing turbine wheel. The containment ring
was intended to then keep any fragments of a wheel that was breaking up from leaving the APU enve-
lope. Overspeed failure tests showed that speeds of greater than 155 percent (of 72 000 rpm) were
required to destroy the turbine wheel. At these speeds, the containment features of the APU were in-
capable of totally containing wheel fragments. Typical overspeed tests resulted in damaged APU fuel
lines, damaged housings, broken containment rings, and the escape of several wheel fragments with suf-
ficient energy to dent test cell facility lines and equipment (figs. 26 and 27).

Attempts to improve the APU containment capability were made by redesigning the rub-ring fea-
tures and strengthening the containment ring. Both size and material changes were considered in at-
tempts to redesign the containment ring. Within reasonable design practices, these attempts were not
successful. Containment rings capable of containing 155-percent speed ruptures were not practical be-
cause of size, weight, and configuration considerations. In the end, no physical changes were made
to the APU relative to containment.

The approach finally taken to address this issue was to provide safety features that would allow
operation within the existing degree of containment. An overspeed safety circuit is used to automati-
cally shut down an APU at 93 000 rpm (129 + 1 percent). Additionally, this overspeed signal is used
to close the fuel tank isolation valve to minimize any potential loss of fuel because of line damage
on the APU, To provide further insurance against wheel failure, stringent flaw-detection inspections
were imposed. With these controls, results of fracture-mechanics analysis showed the theoretical
1ife to be many (approximately 10) times the 100-mission requirement.

FIGIRE 25.- CONTAINMENT RINE. FIGURE 26.- TURBINE OVERSPEED TEST.
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CONTROLLER

The critical problem areas associated with the development of the APU electronic controller
(fig. 28) were basically not in design. There were some design iterations associated with reducing
the complexity of the unit, primarily in the built-in test equipment (BITE) circuits, and some
changes were made to provide redundancy for the higher stressed components. However, the significant
challenges were associated with manufacturing. Basic deficiencies in manufacturing procedures, equip-
ment, specifications, and technician skill caused problems in being able to repeatedly build high-
quality hardware. Development of proper wave soldering techniques and procedures was also required.
Once adequate specifications, manufacturing procedures, and quality control procedures were written,
and the technicians were properly trained, the controller became a very reliable and trouble-free
component.

The only problem encountered in qualification was stress corrosion on the rivets in the control-
ler frame. This problem was resolved by installing the rivets with a wet coat of Super Korpon paint.

Although not an integral part of the controller, there was a manufacturing problem with the mag-
netic pickup units (MPU'S? that feed the APU-speed signal to the controller. During assembly, it was
necessary to braze a 0.002-inch lead wire from the MPU coil to a 20-gage output wire. This operation
went through several iterations. At one point, a special holding fixture was used to position the
wires during brazing. In the end, however, the most reliable joints were those done by hand by a
skilled technician.

TEST FACILITIES

Specialized facilities were required to test the APU in all attitudes and environments that the
APU would encounter during flight. The Integrated Test Article (ITA) built to simulate the entire
APU subsystem included proper line lengths and routing and all the components in the APU subsystem.
Capabilities of the ITA included turning the subsystem from launch to landing attitudes, temperature
variations from -180 C (00 F) to 520 C (1250 F), and exhaust pressures from sea level to 100 mmHg
(50 000 feet). The ITA did not include a vacuum environment around the APU. This test facility was
used to prove the APU subsystem could operate in various attitudes and prelaunch temperatures, to size
the heaters for prelaunch environments, and to exercise the vehicle-servicing ground-support equipment.

FIGURE 28.- ORBITER APU CONTROLLER.

FIGURE 27.- TURBINE WHEEL FRAGMENTS.
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To test the APU jn a vacuum environment, a vacuum chamber at the JSC Thermochemical Test Area
(TTA) (fig. 29) was used. The TTA vacuum chamber was capable of pressure conditioning from ambient
pressure to 0.365 mmHg (180 000 feet) with a nonoperating APU or 2.49 ang (130 000 feet) with an
operating APU and of temperature conditioning from -54° C (-65° F) to 107° C (225° F). This facility
was used to prove that the APU could operate in a vacuum environment at the temperatures expected in
space and, also, that the design of the heaters was adequate for on-orbit conditions. Testing in this
chamber defined the cooldown rate of the APU and showed that the APU could not be shut down and re-
started for an abort once around without performing an actively cooled hot restart. Testing in this
chamber also revealed the problem of adiabatic compression of bubbles at high temperature by which
an APU was destroyed after an attempted hot start.

To test the capability of the gearbox to function in zero g, a KC-135 aircraft was used to
fly Keplerian parabolas while the onboard gearbox was operating.

None of the testing facilities used was a perfect simulation of the operating environments of
the APU, but the facilities were sufficient to isolate and correct problems in the design of the APU.
The full test of the APU with the vehicle hydraulic system and correct environments was performed dur-
ing the Approach and Landing Test and the Orbital Flight Test (OFT) Programs.

FLIGHT EXPERIENCE

The APU was tested in flight for the first time during ALT for three captive/active flights and
five free flights. In all flights, the APU was proved capable of handling flight loads (ref. 4).

Several problems were encountered during ALT. First, during a ground test, an APU gearbox was
improperly serviced with an excessive quantity of 0i1 causing an overtemperature of the gearbox.
That problem was solved by a more accurate tool for measuring ullage volume in the gearcase. During

FIGURE 29.- JSC THERMAL VACUUM TEST.
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captive/active flight 1, APU 1 developed a fuel leak which was large enough to be observed by a chase
plane. Subsequent investigation showed that the bellows of the fuel pump seal was highly stressed in
that it was exposed to dynamic pressures from tank pressure to 68 atmospheres (1000 psi). Because of
the high stresses, the bellows design was abandoned and replaced with an elastomeric seal. No fail-

ures have occurred with the elastomeric seal design.

The exhaust-gas temperature (EGT) transducer was troublesome throughout the ALT flights and did
not perform well in the extreme temperatures of the exhaust-gas environment. The crew was trained to
shut down the APU upon indication of an exhaust-gas overtemperature. During captive/active flight 3,
APU 1 was shut down because of the EGT transducer failure and erroneous indication of an overtempera-
ture. After that incident, the crews were instructed to confirm the exhaust-gas overtemperature on
a backup EGT instrument before taking action to shut down the APU. The EGT transducer was tackwelded
to the exhaust duct, where the delicate Teads were not adequately protected from vibration, and break-
age of the leads caused the overtemperature indication. Following ALT, the EGT was changed to a probe
which screwed into the exhaust duct and the leads were better protected.

The first Space Transportation System orbital flights (STS-1 to STS-4) proved the design concept
of the APU for performance in zero g, vacuum, and extreme temperatures. These flights proved that
the APU was well capable of handling the hydraulic loads in the extreme environments of space (ref. 4).

During STS-1, both APU 2 gas generator heaters failed. The heaters shared a common case, in
which argon gas acted as a heat-transfer medium. A crack in a weld allowed the argon gas to escape.
Long-term operation of the heaters caused overheating of the wire and subsequent failure of both
heaters. During the qualification tests, the heaters passed an evacuated test. It was not a long-
term, steady-state test, but consisted of many heater actuations, which was believed to be the worst
case. After the flight, an inspection procedure was developed for all heater cases in which the
heater was placed in a vacuum chamber and the resistance measured during the heatup cycle. If there
was a leak in the case, the heater wire would get hotter and conseguently have a higher resistance.
For long-term redesign, as part of the improved APU program, the heater will be redesigned to have
separate cases for each of the redundant heaters and the watt density will be lowered.

Also during STS-1, there was an indication of bubbles trapped in the fuel feedline as revealed
by the gas generator pressures. This condition introduces the potential for the adiabatic compres-
sion of hydrazine discussed earlier. As a result of ground testing, a water system had been added
to cool the GGVM and the pump after shutdown to prevent the decomposition of hydrazine. Also, care
had been taken to service the flight system so as to prevent the trapping of bubbles in the feedline.
Therefore, the appearance of bubbles on STS-1 was surprising. Tests run on the ITA indicated that
bubbles could still be in the feedline from servicing; therefore, for STS-2, even more care was taken
with servicing. During STS-2, bubbles were again evident in the APU 1 gas generator trace, and,
after that mission, the APU was removed for investigation. The results of that investigation showed
that significant decomposition of the fuel could take place at lower temperatures during a long expo-
sure period. Servicing on the vehicle occurred several months before the actual flight. Also, it
was determined that the fuel pump filter could act as a surface-tension device in trapping bubbles
for some time before being flushed through the gas generator. These two results were convincing that
the APU would have to operate with bubbles. A requirement was instituted that the APU should not be
started unless the fuel feed system temperature was less than 2000 F. This 1limit was backed up with
APU and adiabatic-compression testing. Work is continuing on a filter that will not trap a bubble
but allow it to be purged through the gas generator during startup before the first high compression
occurs.

During the STS-2 prelaunch period, APU's 1 and 3 had high Tubrication oil outlet pressure, an in-
dication that the Tubrication oil filter was plugged and that the gearbox was operating on the relief
valve around the filter. The filter was determined to be contaminated with pentaerythritol, a com-
pound formed when hydrazine fuel penetrates the gearbox. The gearboxes were flushed, and elaborate
turnaround procedures were developed for keeping hydrazine out of the gearbox. Between every mis-
sion, the gearbox is flushed with Tubrication o0il and the filter replaced. The seal cavity drain
(the common drain between the fuel pump and the gearbox) is flushed with alcohol to prevent a buildup
of the waxy contaminant. The seal cavity drain pressure is maintained below the gearbox pressure to
keep the driving force away from the gearbox. A1l of these procedures are time consuming, and none
is totally successful. The APU 3 filter plugged again on STS-4. Work is continuing on redesigning
the seal cavity drain and developing a compatible lubrication oil. Other minor problems on the APU
during OFT included drain relief-valve leaks, "fuzz" leaks of the servicing quick-disconnect fit-
tings, and a misthreaded fitting in the APU 1 GGVM/fuel pump water cooling Tine.

IMPROVED APU

The APU was developed under schedule constraints; consequently, as problems arose, modifications
were made that were not necessarily optimum. The goal of the improved APU program is to optimally de-
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nE FIGURE 30.- IMPROVED APU.

sign the APU for durability and for performance, and to solve the flight and development problems.

The design goal is for a 75-hour life, a passively cooled valve and pump, exhaust and containment
housings that do not crack, a fuel pump filter that does not trap bubbles, and a redesigned seal cav-
ity that prevents hydrazine from penetrating the gearbox (fig. 30). Development tests are already un-
derway, and if implementation is approved by Orbiter management, the redesigned APU could be on the
Orbiter by early 1987.

SUMMARY

The APU suitability for orbital flight, durability, and reusability have been demonstrated dur-
ing OFT flights. More than 862 hours of APU operation (29.3 hours in OFT vehicle) and 1574 starts
(72 starts in vehicle) have been accumulated with 100 percent success.

Enhancements have been identified to extend life to 75 hours (50 missions), to reduce weight
(150 pounds (68 kilograms) per vehicle), to improve the lubrication system, and to reduce turnaround
time. These enhancements are directed toward significantly reduced life-cycle cost, turnaround, and
weight, and increased reliability, maintainability, and operational effectiveness.

The performance of the APU system has both proved the effectiveness of the APU development pro-
gram and revealed the areas in which additional efforts could be effective. The necessity for a thor-
ough development program with adequate test hardware, test programs, and design support and analysis
has been emphatically shown. Where shortcuts have been taken, problems have often developed late in
the program with significant adverse impacts. Timely and thorough development effort has been invalu-
able in guaranteeing safe, reliable, operationally effective systems.
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THE SOLID ROCKET BOOSTER AUXILIARY POWER UNIT — MEETING THE CHALLENGE

Robert W. Hughes
Structures and Propulsion Laboratory
Marshall Space Flight Center, Alabama

ABSTRACT

The thrust vector control systems of the solid rocket boosters are turbine-powered, electrically
controlled hydraulic systems which function through hydraulic actuators to gimbal the nozzles of the
solid rocket boosters and provide vehicle steering for the Space Shuttle. Turbine power for the thrust
vector control systems is provided through hydrazine fueled auxiliary power units which drive the
hydraulic pumps.

The solid rocket booster auxiliary power unit resulted from trade studies which indicated sig-
nificant advantages would result if an existing engine could be found to meet the program goal of 20
missions reusability and adapted to meet the seawater environments associated with ocean landings.
During its maturation, the auxiliary power unit underwent many design iterations and provided its flight
worthiness through full qualification programs both as a component and as part of the thrust vector
control system. More significant, the auxiliary power unit has successfully completed six Shuttle
missions.

THE SOLID ROCKET BOOSTER CHALLENGE

The challenge associated with the development of the Solid Rocket Booster (SRB) Auxiliary Power
Unit (APU) was to develop a low cost reusable APU, compatible with an "operational" SRB. This challenge,
as conceived, was to be one of adaptation more than innovation. As it turned out, the SRB APU
development had elements of both.

During the technical trade studies to select a SRB thrust vector control (TVC) system, several
alternatives for providing hydraulic power were evaluated. A key factor in the choice of the final
TVC system was the Orbiter APU development program, then in progress at Sundstrand Aviation. This
program was implemented under contract with Rockwell International Corporation and Johnson Space
Center. The Orbiter APU design requirements very closely approximated or exceeded the ascent phase
performance needed by the SRB and was physically compatible with the SRB concept1 (Table I). Because
of this comparability in requirements and physical compatibility, the Orbiter APU was selected as the
basic power element for the SRB. With this selection came the expectation of reduced development costs
and early hardware availability.

This paper deals with the challenge in adaptation of the Orbiter APU to meet the SRB need.

TABLE I. APU OPERATIONAL REQUIREMENTS

PARAMETER ORBITER SRB
Horsepower Shaft (HP) 135/151 135/148
Operation/Mission (Min) 82 2.4
Missions (Min) 40 20
Total Operating Time (Hr) 50 2
Useful Life (Hr) 250 10
Cold Gas Checkout No Yes
All Attitude Operation Yes No
Zero G Operation Yes No
Redundant Control Yes Yes
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SRB AND ORBITER

Although the Orbiter APU is used as the basic power element for the SRB APU and both fly on the
same Shuttle vehicle, the APUs are, in fact, quite different. These differences range from the obvious
to the barely detectable and are the factors which make the SRB APU of interest.

In order to understand the development challenge of the SRB APU it helps to have a basic urder-
standing of the differences between the Orbiter and the SRB missions and the environments these missions
induce (Fig. 1). .

The Orbiter mission requires the APUs to be functional during all phases of operation (Table II).
Orbiter APUs start about 5 min prior to lift-off and operate continuously throughout ascent intc Orbital
insertion before they are shutdown. In preparation for de-orbit and reentry the APUs are restarted and
operate throughout atmospheric maneuvering to a runway landing. Total APU operating time for ezch
Orbiter APU is about 82 min.

In comparison, the SRB APUs are started approximately 25 sec before lift-off and function c¢nly
during the ascent phase of the mission terminating at SRB separation 161 sec later (Table II). From
separation at approximately 200,000 ft altitude, the remaining 6 min of the SRB flight mission consist~
ing of atmospheric reentry, parachute slowed descent, and ocean splashdown are performed with ncnfunc-
tional APUs. Once in the water, the SRB mission becomes one of survival. From SRB splashdown zt
91 ft/sec to SRB removal from the ocean at dockside, the APUs are subjected to various combinations of
seawater immersions and water pressures for 7 days during SRB recovery and retrieval.

Complicating the SRB APU situation is its installation. Where the Orbiter APU is installed in an
aircraft type compartment offering protection from aerodynamic, vibration, and thermal extremes, during
all phases of operation, the SRB APU is located in the aft skirt section of the SRB next to the engine
where protection is available only during ascent (Fig. 2).

SOLID ROCKET BOOSTER (SRB)
RECOVERY SEQUENCE

' Seace Bauttia lewnen

A seperation from

Figure 1. SRB Mission Sequence.
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TABLE II. APU MISSION COMPARISON — SRB VERSUS ORBITER

APU OPERATION ORBITER SRB
PRELAUNCH YES YES
BOOST YES YES
ORBITAL YES NO
REENTRY YES NO
LANDING YES NO
POSTLANDING YES NO
TOTAL TIME 4200 Seconds 161 Seconds

1 EA (CONTROLLER)

+Z
STA. 1491.48 S FLT +Y
AFT ET/SRB l S s N2 G PIN1577.48
ATTACH RING e g
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7 -Y +X
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STA. 1989.853

N 7/
ACTUATOR (2) \‘\r ~{/]
svs'rs 2 22N

TVC SYSTEM (2)

SRB AFT BOOSTER ASSY
APU EXHAUST

“\\ SUPPORT POST
(TYP. &)

Figure 2. SRB TVC Subsystem and Actuators.

Table III shows the major environmental differences between the SRB and the Orbiter APUs. The main
differences were in the vibration and landing loads, and in the seawater pressures and immersions. It
was obvious the Orbiter APU was not designed for the SRB severe conditions, and modifications would be
necessary. The majority of the SRB APU developmental effort was expended in these areas.

In this developmental phase of the SRB program, the decision to use the Orbiter APU proved most
valuable since test hardware for modification became available without long lead times.

Modifications made to create the SRB APU may be categorized in four basic ways:
a. Elimination of unneeded features
b. Hardening of existing components

c. Reduction of production/replacement costs
d. Implementation of servicing and checkout aids.
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TABLE III. ENVIRONMENTAL COMPARISON

ENVIRONMENT ORBITER SRB

VIBRATION

LIFT-OFF 18.1 grms 21.7 grms

BOOST 18.1 grms 32.0 grms

REENTRY 5.7 grms 47.0 grms
LANDING LOADS 1.5 g (931/S) 40 g (140M/S) Axial lateral
ACCELERATION (ASCENT) 3.3 g 3.3 g
WATER IMPACT PRESSURE None 120 psi
WATER IMMERSION PRESSURE None 57 psi
SALT WATER IMMERSION None 4 to 7 days
ZERO G Yes No
VACUUM Yes No

An example of a modification for each of the categories is presented. To facilitate understanding
these examples, a basic description of the APU is necessary.

DESCRIPTION OF THE APU

The SRB APU is a monopropellant hydrazine-fueled gas turbine engine used to drive a variable dis-
placement hydraulic pump (Fig. 3). The APU features a gear type fuel pump, driven through the APU
speed reduction gearbox, in a bootstrapping mode, to provide high pressure hydrazine fuel to a catalytic
type hydrazine gas generator. Flow of fuel to the gas generator is controlled by the gas generator
valve module (GGVM), which contains two control valves in a series configuration. In the gas generator,
the hydrazine is decomposed to create hot gas for driving the reentry type turbine, turning the gearbox,
and driving the hydraulic pump. Speed control of the turbine is accomplished through a pulse counting,
logic circuit called the controller. The controller issues open or close signals to the GGVM to control
fuel flow in response to electrical pulses generated by the turbine. The controller can control APU
speed at 100 percent speed (72,000 rpm) for normal control; at 110 percent speed (79,200 rpm) for
redundant TVC operation; or at 112 percent speed (80,640 rpm) for redundant internal APU control. The
100 percent and 110 percent control modes operate the primary control valve of the GGVM and the 112
percent control mode operates the secondary control valve of the GGVM.

ELIMINATION OF UNNEEDED FEATURES

The best example of how "elimination of unneeded equipment" was used in the development of the
SRB APU is found in the gearbox.

The Orbiter gearbox, as it was developed, had an intricate externally attached lubrication oil
cooling loop; externally attached oil accumulator; and an externally attached gearbox pressurization
system to support long duration and on-orbit operations in zero G and vacuum environments (Fig. 4).

If necessary for the SRB, these features would have meant additional complication of the TVC system
and additional weight and volume in the aft skirt. In addition, the projected effort to design the
externally mounted components to meet the vibration and water entry loads; to select materials which
would survive in the corrosive seawater environment; and to flight qualify these components would also
have been expensive.

The solution to the problem was obvious. Eliminate as many components as possible. Through
analysis of APU operational times and the heating loads induced, it appeared to be feasible to tailor
the SRB APU operational profile to stay within the 300°F thermal limit of the gearbox without the external
components. The results of this analysis were confirmed by a series of tests duplicating expected worst
case APU operations. With this verification, the coolant loop, the accumulator, and the pressurization
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Figure 3. SRB APU.

system were eliminated. An advantage in this elimination was the fact that the components in question
were all bolted on externally so that their removal did not significantly alter the design of the basic
gearbox.

HARDENING OF COMPONENTS

Hardening, as used in this paper, is meant to describe efforts to improve the resistance of the
Orbiter APU components to damage and make them suitable for SRB.

The largest example of hardening is the SRB APU vibration isolation system.

In all cases, the vibration loads expected for SRB APU exceeded those expected for Orbiter. This
exceedence caused concern for the operability and life of several APU components such as the gas
generator and the fuel pump. To preclude having to redesign these components, a vibration isolation
system was developed for the APU (Figs. 5, 6, and 7). The system consisted of three individually tuned
vibration damping mounts attached between the APU at its mounting lugs and the primary mounting struc~—
ture. The result was attenuation of the vibration loads input to the SRB APU to levels well below those
for a hard mounted APU and, in some cases, below those experienced by the Orbiter (Table IV).
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X (AXIS)
LIFT-OFF
BOOST
REENTRY

Y (AXIS)
LIFT-OFF
BOOST
REENTRY

Z (AXIS)
LIFT-OFF
BOOST
REENTRY

TABLE 1V.

Figure 7. 1Isolation Mount M-1.

INPUTS TO SR8 APUZ

HARD MOUNTED
(G RMS)

32.0
4.5

21.0

47.0

16.9
24.0
28,1
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(G RMS)

5,3
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16.0
18.5

5.8
5.7
8.8

ORBITER
HARD MOUNTED
(G RMS)

18.1

5.7
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REDUCED COMPLEXITY

This category of modification is mentioned separately, because it covers circumstances where SRB

made changes to the Orbiter APU primarily to achieve significant cost advantages.

valve module is presented as a good example.

The gas generator

The Orbiter gas generator valve module (GGVM) is a complex component utilizing many sophisticated

production and operational techniques (Fig. 8).

The design incorporated features like welded actuator
torque tubes, torque motors, and metal to metal seats.

These features were necessary in the Orbiter to

meet the demands of reduced fuel consumption; prolonged cycle life; and elevated operating temperatures.
Associated with these features were high development and unit costs.

In evaluating GGVM requirements, the SRB realized that its needs were far exceeded by the Orbiter

GGVM.

Coupled with high Orbiter development and unit costs, this realization lead the SRB to investigate
the availability of a less sophisticated GGVM to meet the SRB needs.
direct actuating, poppet type, solenoid valve module with elastomeric type seats (Fig. 8).
was produced at approximately one quarter of the unit cost of the Orbiter GGVM.

The resulting SRB GGVM was a
This unit
This savings was con-

siderable when multiplied by the projected 400 SRB APU unit buys, and an attrition rate as high as

12 percent.

ORBITER
HYDRAULIC RESEARCH

HYDRAULIC RESEARCH

WEIGHT
ORBITER 3.2 POUNDS MAXIMUM
BOOSTER
CONSTRUCTION FLEXURE TUBE, HARD SEATS
LIFE 1.5 x 106 CYCLES
REFURBISHABILITY Low

Figure 8.
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PROCESS STREAMLINING

The Shuttle program had a very ambitious operational schedule projected to be as high as one flight
per month. This high rate of activity made it mandatory for the SRB to incorporate all practical con-
veniences which would decrease the numbers of in-flow operations and reduce the total operational turn-~
around times. Several streamlining features were developed for the SRB APUs to accomplish this. One
of these will be discussed.

The most successful streamlining modification undertaken for the SRB APU was the cold gas turbine
spin (Fig. 9). This feature was added in the reentry nozzle block of the SRB turbine to provide an easy
method to rotate the APU turbine without a full hot-fire operation or disassembly of the TVC system.
Some of the advantages of this are: easy checkout of the APU at speeds up to 76 percent of full opera-~
tional speed; easy checkout of the SRB TVC system at demands up to 26 horsepower; easy servicing of the
hydraulic system; and easy fuel system servicing. The total TVC system time savings realized through
the incorporation of cold gas spin is measured in days (approximately 6 days/mission). This is sig-
nificant when compared to an operational turnaround time measured in weeks.

The examples presented were intended to explain the challenge presented in developing the SRB APU
from the Orbiter APU and to demonstrate how the SRB APU became a unique entity in the answering of this
challenge. Other examples of how the challenge has been met are found in the following:

a. SRB controller

b. SRB fuel pump

c. SRB fuel system

d. SRB gearbox

e. SRB turbine

f. SRB gas generator

g. SRB electrical system.

Figure 9. SRB GN2 Spin Nozzle.
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THE SCORE CARD/RESULTS

To evaluate how well a challenge has been met, a score in some form must be kept. Table V gives
an indication of the score.

TABLE V. SRB APU OPERATIONAL SCORE CARD
STS SUCCESSFUL APU ASCENT/OPERATION RECOVERED APU’S APU_DAMAGE

1 y y 20%
2 " 4 15%
3 4 y 102
4 y SRB’S LOST 100%
5 y 4 3%
& 4 i 1%

To date, all APUs recovered have been slated for return to service. It should be noted that all
APUs from STS-5 and STS-6 could have been reused without off-line repair.

A second challenge was to reduce development cost. In this, the program can again be declared
successful. The cost for development of the SRB APU resulted in a program savings of approximately
50 percent over the costs anticipated for a totally new development. This savings can be attributed
almost totally to the decision to use the Orbiter APU as a basis for development.

WHAT NOW

The challenge of the SRB continues and will until the damage column on the score card reads 0 and
hardware turnaround becomes routine,

Efforts to improve the APU continue with the objectives of:

a. Reducing preparation, servicing, and turnaround times.

b. Reducing costs.

c. Improving reliability.

Toward this end, the SRB is presently pursuing major product improvement programs with a primary
focus on the development of a low cost SRB gas generator, the most expensive component of the APU. A
40 percent reduction in APU unit costs is a goal for this effort.

Also in work is the development of an unpumped fuel system for the SRB APU. This effort will have
significant impacts on APU reliability, servicing, preparation, turnaround, and cost.

CONCLUSIONS

An overall assessment of the SRB APU program leads to several important conclusions.

a. The challenge to use the basic Orbiter APU as the design basis for the SRB APU has been met
and has produced positive dividends in cost and schedule.

b. The present SRB APU has been highly successful and has met the challenge of SRB APU reusability.

c. The APU problems encountered during Shuttle operations pose a new challenge wanting real
solutions which are cost effective and timely.

d. The challenge to bring an SRB APU into operational status has been met and future challenges
are in the category of product improvements.
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SPACE SHUTTLE ELECTRICAL POWER GENERATION
AND REACTANT SUPPLY SYSTEM

William E. Simon
Lyndon B. Johnson Space Center
Houston, Texas 77058

ABSTRACT

A review of the design philosophy and development experience of fuel cell power generation and
cryogenic reactant supply systems is presented, beginning with the state of technology at the conclu-
sion of the Apollo Program. Technology advancements span a period of 10 years from initial defini-
tion phase to the most recent Space Transportation System (STS) flights. The development program
encompassed prototype, verification, and qualification hardware, as well as post-STS-1 design
improvements. The review is concentrated on the problems encountered, the scientific and engineering
approaches employed to meet the technological challenges, and the results obtained. Major technology
barriers are discussed, and the evolving technology development paths are traced from their concep-
tual beginnings to the fully man-rated systems which are now an integral part of the Shuttle vehicle.

INTRODUCTION

Minimal energy requirements of the earliest spacecraft permitted the use of batteries for
electrical power. However, for longer, higher power missions with energy requirements in the hun-
dreds of kilowatthours, the fuel cell has obvious performance and weight advantages which enhance
payload carrying capability. During the past 20 years, this potential for better performance and
reduced weight has spurred electrochemical technology toward substantial increases in current density
(amperes per square fopt) and 1ife, with concurrent decreases in specific weight (pounds per
kilowatt) (ref. 1) as shown in figure 1. At the same time, increasing fuel cell reactant storage re-
quirements for longer missions and higher energy production rates created a corresponding need for
improved performance in reactant cryogenic storage. This need provided the driving force for the de-
velopment of more sophisticated cryogenic storage techniques (ref. 2). Additionally, the practical
application of these systems in advanced spacecraft was contingent upon the availability of necessary
component technology for controlling fluid pressures and temperatures, for regulating heat- and
mass-transfer processes, and for measuring fluid quantities. These growing requirements motivated
significant advances in component technology in both the fuel cell and the cryogenics areas.

One of the most interesting combinations of these technologies is the Space Shuttle fuel cell
and reactant supply system, which is the power workhorse and sole primary electrical power source for
the Orbiter vehicle (refs. 3 to 5). This system is a highly efficient power generating system that
produces electrical power by the electrochemical conversion of hydrogen (H2) and oxygen (02) to
potable water. Additionally, the reactant supply system provides breathing oxygen for the crew.
This fuel cell and cryogenic system represents a major technological advance over that used for the
Apollo missions. The fuel cells used in the Orbiter Columbia's original flights are 50 pounds 1ight-
er than and deliver as much as eight times as much power as the Apollo powerplants. A weight compari-
son to a battery system would indicate that today's advanced batteries would weigh about 10 times as
much for the same amount of energy, and weight of the most readily available, or “"off-the-shelf,"
batteries would be as much as 25 times greater than that of this fuel cell/cryogenic system combina-
tion. The subsequent addition (effective for the ninth Space Transportation System flight (STS-9)) of
a third substack of cells to each Orbiter powerplant further improves the specific weight picture and
assures a lifetime 10 times greater than that of the Apollo powerplant. The Shuttle reactant storage
tanks are essentially scaled-up Apollo-type tanks, but they are far superior to the Apollo tanks in
that they contain significantly improved insulation and support schemes. Moreover, the reusability of
%he tan?s and the technical challenges thereby presented are particularly important for this paper

ref. 6).

Accordingly, in this report, the status of the fuel cell and cryogenic technologies at the con-
clusion of the Apollo Program is summarized, and the predevelopment technology activity which contri-
buted substantially toward the formation of a firm technology basis for the Space Shuttle Program is
discussed. Relevant technology issues are investigated, and the most significant innovations are
noted. The manner in which the lessons learned from Apollo and pre-Shuttle technology programs were
directly applied to the Shuttle development program is shown. Finally, major achievements in the
test and evaluation programs supporting Orbiter development are discussed, and flight experiences
are described.

702



300 —
APOLLO

250 —

200 —

150 —

SPECIFIC WEIGHT, LB/KW

SHUTTLE

y [ 1 2l — J

ADVANCED
(ACID AND ALKALINE)

(0-1500 A/FT?)

SHUTTLE

=R

400 —

300 —

200 = ApoLLO

CURRENT DENSITY, A/FT2

100 —

| | — | 1 |

1965 1970 1975 1980
TIME

FIGURE 1.~ NASA FUEL CELL TECHNOLOGY ADVANCES.

BACKGROUND

STATE OF TECHNOLOGY AT APOLLO PROGRAM CONCLUSION

The end of the Apollo Program marked the achievement of significant milestones in the develop-
ment history of fuel cell power and cryogenic reactant supply systems. The flight-proven Apollo sys-
tem could generate electrical energy at the rate of approximately 2 kilowatts for 14 days, with an
available peak power of more than 4 kilowatts for limited periods of time, while supplying potable
water and metabolic oxygen for a crew of three. This system consisted of three fuel cell powerplants
of the Bacon cell technology, with accompanying supercritically stored hydrogen and oxygen reactants.
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In the early 1960's when it was chosen for Apollo, the technology state of this fuel cell con-
cept was extremely Tow, and many developmental difficulties were encountered from the beginning of
the program (ref. 7). Although many of these problems were solved, some were merely "fixed" using
workaround techniques because of the pressing schedule. This approach resulted in many inherent
system design difficulties and features which made the fuel cell sensitive to operator error and
necessitated the use of more complicated operational procedures than desired.

Initially, problems were encountered with pressure sealing in the 5000-F potassium hydroxide
(KOH) environment. Also, a lightweight, long-life pump and water removal system which would oper-
ate satisfactorily in a 60-psi, 2000-F wet-hydrogen environment was needed. A highly reliable low-
power coolant pump which could function well in a thermal vacuum environment at temperatures from
-40° F to 1400 F also had to be developed.

Contamination and corrosion in fluid flow Toops with critical hardware tolerances were serious
problems for many spacecraft systems and the fuel cell was no exception, as evidenced by sluggish
valves and pumps failing to start. These difficulties were overcome mainly by improved servicing and
operational procedures; material or design changes (or both) were made when there was no other means
of dealing with the problem. Other problems with valves, accumulators, cell separation, and internal
cell shorting were met and dealt with during the component development, production, and ground test
phases of the program. As the production phase of the program was begun, a new set of problems
evolved. Careful attention was needed in areas of process control, servicing, spares production, and
traceability to ensure reliable flight-qualified hardware.

Although the actual Apollo space flights were relatively free of fuel cell failures, two classic
fuel cell problems discovered in flight are worthy of note. The first involved air and particulate
contamination trapped in the coolant system in the normal-gravity servicing environment. In Tow- or
null-gravity conditions, the gas and particles freely migrated through the fluid loop and resulted
in coolant pump cavitation and reduced thermal control capability. Improved servicing procedures
precluded recurrence of the problem in Tater flights. The second problem involved condenser exit
temperature oscillations occurring first in lunar orbit and found to be caused by a Tow-gravity,
two-phase flow instability manifested only under certain powerplant operating conditions. Complex
mathematical models and extensive in-house testing were required to characterize the instability
and to quantify the operating conditions at which it occurred, so that valve schedule changes
could be devised to accommodate this idiosyncracy of the system (ref. 8).

At the end of the Apollo Program, a much improved cryogenic reactant storage system over the one
originally conceived was seen, partly because of the Apollo 13 oxygen tank failure (ref. 9). Although
low-gravity, two-phase fluid handling problems were avoided through the use of supercritical storage,
development problems occurred early in the Apollo Program with insulation, heaters, pressure vessels,
fans, and other components (ref. 10). These difficulties were resolved largely through design modi-
fications and changes in hardware suppliers, and through tighter control of manufacturing processes,
techniques, and quality. Other problems that developed during the flight phase required some rede-
sign and requalification of flight hardware, but, overall, the state of technology in supercritical
cryogenic storage supply dewars was advanced significantly during the Apollo years.

In the area of dewar insulation, significant design innovations involving multilayer insulation
schemes with an embedded vapor-cooled shield were introduced during Apollo. Early insulation schemes
were canpletely load-bearing, but excessive heat leak led to the use of semi-load-bearing insulation
straps encircling the hydrogen pressure vessel and contacting the pressure vessel at specific points
where the load is transmitted to a girth ring.

Apollo heater design schemes started with an original static heater concept and settled on a fan
and heater canbination which reduced system weight and minimized fluid stratification. After the
Apollo 13 incident, the fans were deleted from the oxgen tanks, and the performance of the resulting
static fluid heaters depended to a large extent on the effective gravity level.

Early pressure-vessel problems with the hydrogen tanks involved vessel failures due to room-
temperature creep in the titanium alloy (5 A1-2.5 Sn), titanium hydride formation, and resultant
spalling which caused vent-disconnect weld failures, and to problems encountered in the electron-beam
welding process. Resolution of these problems was accamplished by changes in materials and fabrica-
tion processes, and by improved weld specifications and quality control, including the use of a
borescope for weld inspection.

Major advances in the technology of other cryogenic components were seen by the end of Apollo.
Included were significant improvements in fan motor design and the development of better vacuum
potting techniques for the vac-ion pump package to prevent electromagnetic interference (EMI) and co-
rona effects.
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Three significant failures associated with the cryogenic storage system during Apollo had an im-
pact on the technology base. These were failure of the automatic pressure control system in a hydro-
gen tank (Apollo 9); Toss of vacuum in a hydrogen tank annulus, detected during loading (Apollo 12);
and, of course, the Apollo 13 incident in which an oxygen tank failed in translunar flight. Through
a diligent effort on the part of the Apollo team, a successful recovery from each of these failures
was effected. Thus, at the end of the Apollo Program, significant technological improvements were
seen in cryogenic system design, particularly in pressure-vessel fabrication and welding, bimetallic
joints, vapor-cooled shields in high-performance insulation, vacuum acquisition and retention, EMI
control, and metallurgical techniques.

In addition to the numerous system hardware technology advances, much progress was made in the
development of analytical modeling techniques for electrical power and cryogenic storage systems
(refs. 11 to 14). Also, certain advances in electronics technology were ready for application
in future power systems. Collectively, these achievements constituted a firm technology base
from which the Space Shuttle development program could begin.

RELEVANT TECHNOLOGY PROGRAMS PRECEDING SHUTTLE

Although the Apollo system was satisfactory for its intended use, it nonetheless left much to
be desired as a means of power generation for future spacecraft. Even as far back as the days of
Apollo, the NASA Lyndon B. Johnson Space Center (JSC), with awareness of the Timitations of the
Apollo fuel cell design, initiated technology development programs using NASA Office of Aeronautics
and Space Technology ?OAST) funding with both the Allis-Chalmers Manufacturing Company and the
General Electric Company (GE). At that time, Allis-Chalmers was advancing the alkaline capillary
matrix concept, which held the promise not only of longer Tife but also of alleviating the severe
operational constraints experienced with the Apollo design. General Electric, on the other hand,
was continuing development on an early version of the acid solid polymer electrolyte (SPE) fuel
cell. The Allis-Chalmers concept was ultimately selected to be developed for the Orbital Workshop
in the NASA Apollo Applications Program (AAP) and for the U.S. Air Force Manned Orbiting Laboratory
(MOL). Later, the MOL program was canceled, and the Orbital Workshop concept was restructured and
renamed Skylab. At this point, for economic reasons, a programmatic decision was made to use exist-
ing Apollo fuel cells for Skylab. These two events led to the curtailment of all Allis-Chalmers fuel
cell activities. The Power Systems Division (PSD) of United Technologies Corporation, in recognition
of the Apollo design limitations, had also been developing the alkaline capillary matrix technology,
which has become its mainstay for the Shuttle fuel cell. Meanwhile, a technological breakthrough
involving reactant prehumidification in the GE fuel cell made it a viable option for the projected
Shuttle Orbiter power system.

During this same time period, the Bendix Company had been chosen to build cryogenic storage
tanks for the Orbital Workshop and the Garrett AiResearch Corporation was selected to provide tank-
age for the MOL. However, cancellation of both these programs halted this effort before any signifi-
cant technology advancements were realized.

By the close of the decade, although technological progress had been achieved in both fuel cells
and cryogenic storage, much of it was fragmented and affected heavily by programmatic decisions
outside the realm of these technologies. It was thus recognized in early 1970 that for the Space
Shuttle, additional technology improvements would be required. For this reason, JSC initiated a com-
petitive procurement activity with United Technologies Corporation and GE aimed at upgrading the
state of hydrogen-oxygen fuel cells for Shuttle needs (ref. 15). Additionally, two technology
programs for advancing the state of the art in cryogenic oxygen and hydrogen storage vessels were
begun by JSC with the Beech Aircraft Corporation, Boulder Division: the Oxygen Thermal Test Article
(OTTA) and the Hydrogen Thermal Test Article (HTTA) programs (refs. 16 and 17). At this time in the
early Shuttle conceptual definition, a cryogenic orbital maneuvering system (OMS) was being considered;
therefore, the vessels were sized for both OMS propellants and power reactants, as well as for meta-
bolic oxygen. These programs brought about such improvements as silver-plated H-film insulation, S-
glass support straps, and a refined vapor-cooled shield. Concurrently with these fuel cell and cryo-
genic technology programs, JSC also initiated a cryogenic supply system optimization study, one of
the principal objectives of which was to investigate the feasibility of a totally integrated cryo-
genic fluid storage and supply system for the Orbiter that would provide fluids for propulsion, power
generation, and Tife support (ref. 18). After selection of the present solid rocket booster/external
tank canbination in lieu of the all-cryogenic Shuttle, this activity was reoriented to a cryogenic
cooling study. Perhaps the most useful result of this work was the establishment of a comprehensive
data base for cryogenic system camponent design. This information was used extensively in the design
and development phase of the Shuttle reactant supply system.
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TRANSITION TO THE SHUTTLE ERA

GREATER DEMANDS THAN APOLLO

With the refocusing of the space program to near-Earth orbit following the Tunar exploration
phase, plans emerged for larger crews and increased activities with experiments and other flight
hardware. Thus, electrical power requirements increased by more than an order of magnitude over the
modest levels of previous programs and produced greater demands for high-performance power generation
systems. With the emphasis on economy, this objective could only be attained through extended life
and reusability. The concept of reusability required high operational tolerance and flexibility to
achieve acceptable turnaround rates at launch and landing sites. Furthermore, to optimize total
vehicle design, plans were laid for an increase in system integration for the Shuttle compared to pre-
vious spacecraft. Taken all together, these increased demands pointed up the requirement for a
quantum jump in technology over that of the Apollo Program. Fortunately, these needs had been
recognized earlier by fuel cell and cryogenic storage technologists and by the NASA OAST, and technol-
ogy development in both areas had been evolutionary, building up from modest levels beginning just
after the Apollo design was frozen in the early sixties to the competitive technology programs of the
seventies resulting in the selection of the present Shuttle system. Through these programs, major
technological barriers were overcome and the fuel cell and cryogenic storage system was placed in the
enviable position of being one of the few systems truly ready, from a technology standpoint, for the
deve lopment program. The development effort was reduced to solving engineering problems, though not
at all insignificant, for which no major scientific breakthroughs were required. This state of tech-
nological preparedness earned for the power generation and reactant storage system the distinction of
being the only subsystem which reached the end of the originally defined Shuttle development program
on schedule and within the allocated budget (ref. 19).

LESSONS LEARNED FROM PREVIOUS PROGRAMS

The completion of JSC's competitive fuel cell technology programs in 1973 marked the end of a
decade of significant accomplishments in fuel cells and cryogenic storage, and it was a time for re-
flection by the technical community on the successes and failures of these programs during that brief
period before the Shuttle development program began. In retrospect, two things were clear to the
fuel cell and cryogenics experts who were to be involved in the Orbiter project: (1) the features
of a power generation and reactant storage system that were to be avoided in the Orbiter design were
known from the Apollo Program and (2) technical risks in the development program could be minimized
by using certain techniques and ideas which had evolved from the technology programs. Most unwork-
able methods had by this time been eliminated, and feasible technigues had been found, for the most
part, to achieve the Orbiter goals of increased 1ife, higher power, improved operational flexibility,
and Tower specific weight and volume.

Two fuel cell approaches were successful: the PSD fuel cell, with its improved alkaline electro-
lyte matrix, and the GE fuel cell, with its acid solid polymer electrolyte and hydrogen prehumidifier.
Both of these concepts had undergone significant improvements during the competitive technology pro-
gram, and engineering models of each had been subjected to a 5000-hour test program, with small
stacks (four to six cells) and other components accumulating more than 10 000 operating hours.

Cryogenics specialists had reached a similar plateau in the development of reactant storage and
supply systems, and although it was generally felt that the basic technology (supercritical cryogenic
storage) would be adequate for the Shuttle, it was also agreed that certain improvements over the
Apollo technology would be required to satisfy higher power levels, a different vibration environ-
ment, and requirements for increased operational flexibility and safety. High on the 1ist of needed
improvements was a better method of loading the reactant tanks because of significant loading prob-
Tems with the Apollo tanks and the Tlarger fluid quantities to be handled on the Shuttle. Consequent-
1y, a clear need was established for greatly improved ground-support equipment (GSE) and operations.

The Apollo 13 incident had led to improved static heater pressurization systems, and much had
been learned about low-gravity thermal stratification and its effects in the oxygen tanks on later
Apolio flights. Insulation and pressure-vessel mounting improvements had been made as a result of
the: OTTA and HTTA technology programs, and techniques were available to avoid the campressive, load-
bearing insulation scheme of Apollo. A simplified vapor-cooled shield which further increased the
thermal efficiency of the hydrogen vessel had been developed. Progress in electronics virtually as-
sured electrical control and protective circuitry for the reactant storage and supply system that was
greatly improved campared to the previous electromechanical pressure-switch system.-

When the technology and flight programs for the development of fuel cell and cryogenic reactant
storage systems in the years preceding the Shuttle are reviewed, it is clear that the availability of
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the technology is attributable to the failures as well as the successes encountered in these programs,
and to the penetrating insight and attention to detail on the part of the technical specialists in-
volved. Although funding was modest in these areas compared to other systems in the Shuttle program,
the combination of talented manpower, in-house test capability, and well-planned technology programs
was responsible for the "ready" technology state of these systems at the start of the Shuttle devel-
opment program. A composite summary of these technology and development programs is shown in figure 2.
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FIGURE 2.- FUEL CELL AND CRYOGENIC REACTANT STORAGE DEVELOPMENT AND TECHNOLOGY PROGRAMS.

THE DEVELOPMENT PROGRAM

TEST AND EVALUATION PROGRAMS

Unlike electrical power system development in the Apollo Program, which was richly endowed with
supporting analytical activity, the principal development channel in Shuttle fuel cell and cryogenic
system development was its test program. However, because of the increased emphasis on economy in
the Shuttle program, the approach taken in the development phase for both the fuel cell and the cryo-
genic storage system included a minimum test program which would satisfy program requirements. This
test program consisted of element and component supplier tests, thermal vacuum tests, vibroacoustics
tests, and checkout tests in the Orbiter, with final integrated system checkouts in the horizontal
flight test, the flight readiness firings, and the operational flight test program (STS-1 to STS-4).

Very early in the development program, cell test work at the NASA Lewis Research Center resulted
in a change from the original platinum-palladium catalyst to the gold catalyst now used in all cells.
This change provided increased efficiency and thereby a significant system weight decrease, since two
powerplant substacks could then be used instead of the three originally required for each fuel cell
powerplant.
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Early development fuel cell units of the compact capillary matrix type were the PC8B-1 and the
PC8B-4. Tests of the PC8B-1 Ted to many changes in the proposed Shuttle design, including the
innovative dual-feed oxygen system and Noryl end plates. The PC8B-1 test program emphasized the need
for alined nubbins and other flow field changes.

Other tests performed at JSC also provided direction for the development program. One example
is the investigation of the cold cathode activation procedure, found to be beneficial through
early PSD testing, whereby the cells were starved of oxygen after shutdown by supplying an inert
gas to the cathode, with hydrogen on the anode, while applying a load to the system. This procedure
prevented the 0.5-millivolt per cell unrecoverable voltage losses associated with conventional
shutdown procedures and enabled accurate performance predictions, thus reducing the rate of performance
degradation of the powerplant. This is one of the reasons the flight powerplants have performed
better than originally predicted from the qualification test results.

In addition to the designated qualification powerplants and development units, two developmental
powerplants and some component hardware were purchased by JSC for special tests and evaluations to
complement the mainstream development program. The DM2A fuel cell was a Shuttle prototype unit
consisting of one flight-configured, 32-cell electrical generating stack and a nonflight accessory sec-
tion. This powerplant was tested at the JSC Thermochemical Test Facility, primarily to provide in-
sight into long-term thermal vacuum environment performance and degradation characteristics early in
the Shuttle development program (ref. 20). It successfully ran for 5000 hours at a simulated Shuttle
average load of 4.5 kilowatts, with an average loss of less than 1 volt over this time period. In ad-
dition to determining degradation characteristics, test engineers mapped the operating characteris-
tics of the powerplant' for the full range of Shuttle conditions and evaluated power-up capabilities,
transient load responses, purge requirements, and diagnostic techniques. Procedures for starting
and stopping the powerplant were also developed and verified in this program.

Another development powerplant, X708, was tested at JSC in 1978 (ref. 21) to evaluate a fully
flight-configured Orbiter powerplant over various operating regimes at sea-level pressure and in a
thermal vacuum environment. Although there were minor differences, the stack was essentially identi-
cal to the present Shuttle fuel cell stack and consisted of two 32-cell, power-producing stacks elec-
trically connected in parallel. The powerplant arrived at JSC having approximately 2000 equivalent
hours of operation, and approximately 1000 equivalent hours were added in the course of the tests.
Such things as the effects of long periods of open circuit, postlanding cooldown, and short-term
high power levels were evaluated. These tests confirmed operation within specification 1imits for
the sea-level and vacuum tests and were extremely useful in thermal mapping of the coolant Toop
during the cooldown, high power, and open-circuit tests.

Other fuel cell tests were performed at JSC on its FC-40 fluid breadboard test loop. An example
is the investigation performed to develop techniques and procedures for removing dissolved gas from
the fuel cell coolant fluid before vacuum filling the coolant system.

Although development problems in the fuel cell program could well be classified as "system
level" and "component level," it is perhaps more meaningful in this paper to discuss in some detail
the three most important problem areas from the standpoint of meeting and solving the challenges of
system development. The first important area was a water removal problem first evidenced in 1975 by
hydrogen pump seize-up during vibration testing of a powerplant simulator. A failure investigation
revealed impeller interference within the housing, as well as contamination inside the pump. Conse-
quently, the hydrogen pump was redesigned to include a circulating filter, increased clearances, and
a larger diameter impeller to maintain existing pumping capacity despite the larger clearances. The
redesigned pump-separator unit successfully camnpleted vibration and other tests, and it was not until
the next year, when attitude position testing on development powerplant X707 began, that further
problems arose. Surge and stall problems occurred in the right-hand launch attitude tests. Investi-
gation revealed that impeller rim purging during startup would eliminate surge and stall during right-
hand position starts and operation. This revelation led to the third-generation production pump,
which incorporated two purge ports in the impeller rim. Tests on this design revealed that purging
did not solve the surge and stall problem in the right-hand position during startup, and out of
this series of additional problems arose a fourth-generation, self-aspirated pump. Unfortunately,
this design did not eliminate the surge and stall problems. It was also determined during pump
testing that condenser backflow was sometimes experienced during certain expected launch acceleration
loads (~Z). The fuel cell specification was then changed to incorporate expected 1aunch and landing
accelerations, and a condenser backflow investigation was initiated. This investigation resulted,
in 1978, in further pump development activity in which 10 design changes were made and, subsequently,
in a fifth-generation pump. The condenser backflow investigation also precipitated other changes in
the condenser inlet header and the condenser aspirator pickup points. The result of these changes
was the designation of "left-hand" and "right-hand" powerplants, according to their position, and
resultant orientation, in the vehicle. Aspirator suction tube kits were fabricated for field con-
version from the "right-hand" to the "left-hand" configuration. The redesigned condenser and fifth-
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generation hydrogen pump successfully completed all attitude tests as well as a 2000-hour qualifi-
cation test. 1In fabricating the redesigned condenser, it was observed that inadequate deburring
before the welding process Teft metal “burrs” inside the condenser which could have led to serious
contamination problems in the flow system had this problem not been corrected by tightening quality
control procedures. This quality problem is considered minor in comparison to the other problems
associated with the water removal system.

The second important fuel cell development problem occurred in the process of plating the
magnesium separator plates which provide the flow channels for the reactant gases and the coolant.
Magnesium was chosen for the plates because of its Tighter weight, and it was used in the fabrication
of the hydrogen and oxygen plates as well as the coolant plates. To isolate the magnesium from
water in the stack to prevent corrosion, it was necessary to cover these plates with a thin (1.5 mil)
layer of nickel. Then, to preserve electrical conductivity and to provide oxidation protection for
the nickel, a layer of gold 0.2 mil in thickness was electroplated onto the nickel coating. The
magnesium plates were first dipped in a zincate solution to promote adhesion of an intervening layer
of copper, which was required by the industry-standard process to facilitate adhesion of the nickel
coating. The problem involved plating defects in tha nickel layer, and was ultimately found to be
caused by insufficient process control and quality checks. Flow distribution requirements necessi-
tated the use of a complex waffle-pattern plate geometry, which contributed to the formation of tiny
blisters on the plate surface. These blisters were the result of a coating system breakdown which
exposed the magnesium. The industry-standard process, although well established for other applica-
tions, was found to be inadequate for this specific application. To complicate matters, two vendor
changes occurred in the manufacture of the finished plates during this time period. An investiga-
tion was then conducted which resulted in a better understanding of quality issues and requirements
in plate production and in improvement of visual and X-ray standards. After process control was
tightened, the improved inspection techniques helped in reducing scrap rates.

The third fuel cell problem of major import involved an abnormally high performance degradation
in the qualification unit. The specification requirement for a fuel cell powerplant dictates a volt-
age regulation between 27.5 volts and 32.5 volts at the fuel cell terminals for loads between 2 kilo-
watts and 12 kilowatts. This specification applies in either a power-up or a power-down direction,
as well as in steady state, over a period of 2000 hours when the average Toad on the powerplant is
4.5 kilowatts. The qualification power profile is shown in figure 3(a), and these loads were to be
repeated for the qualification test until the powerplant had been operated for the required 2000
hours. At approximately 600 hours into the test, the powerplant fell below the 27.5-volt minimum re-
quirement during a 2-kilowatt to 12-kilowatt power-up transient as shown in figure 3(b). This figure
also shows performance losses at varijous steady-state power levels. It was decided at that point to
continue the test for the purpose of certifying the powerplant accessory section for the required
2000 hours, and this was accamplished. The powerplant accumulated 2061 hours, with 53 starts, before
teardown and analysis began. Meanwhile, because of this problem, production powerplants could only
be considered qualified for 600 hours, or the equivalent of about four Shuttle flights. An exhaustive
investigation was launched into the manufacturing history and build characteristics of the cell and
into multicell rig and powerplant operational differences to find the cause of the premature perfor-
mance degradation. The historical data search revealed that the performance decay was a function of
numerous extensive powerplant load variations, start/stop cycles, and extended operation between
cycles. Additionally, the anode (H» electrode) was suspected, since its voltage decay was worse than
that of the cathode at high power levels. The post-test teardown confirmed this suspicion, since
white calcium silicate deposits were found on the anode surface and were judged to be a primary
contributor to anode performance degradation. Examination of used, new, and virgin electrolyte
matrix material (asbestos) showed significant quantities of calcium (as much as several percent)
in the asbestos material. Tests indicated that the calcium deposit transferred to the anode, where
it inhibited the hydrophobicity of the anode. Without hydrophobicity, the catalyst reactant sites
become excessively wetted by electrolyte, which masks reactant from the catalyst area and causes a
decrease in performance. Cathode (0» electrode) performance was essentially unchanged from initial
conditions, although the occurrence of small (10 mV/cell) positive and negative shifts caused per-
formance changes from one start to the next (cathode activation losses). After the matrix material
was found to be the source of the calcium deposits, it was theorized that electrolyte volume changes
(i.e., a washing effect of electrolyte back and forth in the electrolyte reservoir plate (ERP) as
a result of load changes and start cycles) provided the mechanism for calcium deposition. At this
point, a plan of action was initiated to develop methods for calcium removal. Adding cells to the
stack and even changing fuel cell vendors were options discussed. Tests on a two-cell stack using
new cells to investigate the high initial performance degradation and the effects of startup and
shutdown were initiated by JSC.

Approximately 1 year of intensive effort on the part of JSC, its prime contractor, Rockwell In-
ternational, and the fuel cell manufacturer, the United Technologies Corporation PSD, was required to
solve this problem, and the solution came in the form of two processes. The first, an electrode
floccing process, consisted of adding a floccing agent to the colloidal dispersion of catalyst agent
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used to coat the surface of the electrodes. Use of the floccing agent produced an electrode of more
uniform consistency, thereby minimizing cell-to-cell performance variations. The floccing process
was already in use in the PSD fuel cell developed for the U.S. Navy and in the NASA Lewis Research
Center fuel cells, and it was incorporated as a no-cost improvement in the Orbiter program. The
other process, that of leaching the asbestos matrix material to remove calcium impurities, involved
reacting the calcium in the matrix with an organic acid and rinsing away the soluble reaction prod-
uct. Figure 4 is a comparison of original qualification powerplant performance with later perfor-
mance obtained after incorporation of the floccing and leaching processes. Here, individual cell

710



94
+ 4
o g 92 -
g0
)
8 & 90 (0000000 ;0060050000, 0 %0000 %0000, Co00000P000000,
Sz %0 0000000 P00 0000
5% 3.6 HR LOAD TIME
& 2 gg | 200 °F
s 2 33% KOH
o Q AVG. CELL 0.901 V
® 8 86 |-
a
w
84
.94
. 9N
v
§ E; 92
- 0.0 o}
2 PR o © oo o) 0 o0
o k£ .90 o000 ° o S QQ)OOOQOO o0 0P (o)
> = (o]
:’§ o (o's) o 00 Po” o o o
w
€ g 88 = 4.2 HR LOAD TIME o
e 202 °F
§ Z 86 (- 36% KOH
& B AVG. CELL 0.900 V
.84 1 1 L 1 | 1 = N 1 1 1 1 il || 1 }s. i
0 "a  gs 42 16 20 28 28 32 40 44 48 52 56 60 64

CELL POSITION
FIGURE 4.- COMPARISON OF STANDARD AND FLOCCED/LEACHED VOLTAGE PROFILES AT 12 kW.

performance is plotted at various loads for both powerplants. Although operating time is insuf-
ficient to accurately evaluate these cell process changes, NASA expects powerplant life to reach
the 2000-hour goal with the present two-stack configuration. This powerplant is literally being
qualified in flight, and all units currently are at or above predicted voltage levels. One power-
plant has accumulated approximately 800 hours of flight operation with no noticeable degradation.

A further change later in the development program to a three-stack powerplant configuration was
implemented in response to increased power requirements for the Orbiter. This change provides two
avenues for additional operational flexibility, namely, longer life (NASA predicts more than 4000
hours) at a design average power level of 4.5 kilowatts or higher load capability (15-kilowatt peak
per powerplant) for Shuttle missions. Figure 5 is a camparison of the two- and three-substack
configurations for various steady-state powerplant loads.

Other fuel cell development problems, although significant, are considered relatively minor
in comparison to the three just described in terms of impact to the program. These less important
problems are listed below the major ones in table 1. The problems, the time of occurrence, the
causes, and the corrective actions taken are shown.

Cryogenic storage development testing was accamplished for the most part at the Beech Aircraft
Corporation, Boulder Division, where two test units, a dynamic model and a thermal test article, were
extensively utilized. The dynamic unit was used in the development of the girth ring, the support
straps, and the pressure vessel and to solve fill and vent line problems. The thermal test article
was important in understanding the thermal-acoustic oscillation phenomenon and in the development
of calibration procedures for the capacitance quantity gage inside the tanks. These test units are
still in use today and have been used at JSC for relief valve and fill and vent line testing.
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Engineering improvements in cryogenics were needed in four areas: tank pressurization, inner
vessel suspension, protective electrical circuitry, and GSE. The Apollo 13 incident had led to
improved static heater pressurization systems, and although internal and external pressurization
methods were being considered for the Shuttle, the general consensus was to maintain the internal
scheme used on Apollo but to use no fans in either the Shuttle hydrogen or the Shuttle oxygen tank.
Although the static internal pressurization technique had been flight-proven in the redesigned oxygen
tanks used on later Apollo and subsequent flights, the reactant flow demands of the Shuttle system
were approximately seven times greater than those of Apollo, and the increase caused a sharply higher
localized heat influx at the heater probes. For example, the maximum heat input to the single heater
probe in the redesigned Apollo oxygen tank was 150 watts. In the Shuttle oxygen tank, maximum heat
input is 1000 watts. For this reason, the heater element configuration was changed and two heater
probes are used in each tank as opposed to the single Apollo probe. The major unknown factors in the
pressurization area at the beginning of the tank development program were the degree of thermal strat-
ification expected in these larger tanks and the effects of stratification on system performance.
These unknowns were later quantified and understood in the course of the development and flight test
programs.

In remembrance of the problems encountered in the Apollo pressure-vessel suspension system, Shut-
tle designers used the increased knowledge gained in the OTTA and HTTA technology programs by
choosing filament-wound S-glass support straps and using them in a tensile-loaded configuration, as
opposed to the Apollo compressive load-bearing insulation scheme. This choice eliminated not only me-
chanical problems caused by internal vessel rotation but also localized high-heat-leak areas through
the compressed insulation. Here again, the technology programs were rewarding in providing an
increased level of intelligence for Shuttle development.
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TABLE 1.~ PROBLEMS ENCOUNTERED IN ORBITER FUEL CELL DEVELOPMENT PROGRAM

Problem Time frame Cause Corrective action
Major
Water removal system
Hz pump stall 1975 Low impeller clearance, Pump redesign (filter, increased clearance, larger diameter
contamination in pump impeller)
Right-hand launch attitude 1976-78 Water buildup in pump Impeller rim purge port and aspirator installation, pump
stall rim current measurements, pump/separator redesign, left-hand/
right-hand powerplants (aspirator suction tube kits)
STS-2 fuel cell failure 1981 Pump rim aspirator Improved contamination control; pump redesign (eliminated
blocked by small pump rim aspirator); material change (parts changed to
foreign object; caused stainless); stainless steel filters
progressive fuel cell
flooding with result-
ant high pH and vol-
tage loss
Nickelplating (Mg plates) 1974-75 Insufficient process Improved process control in plate production and improved
control and quality nondestructive evaluation techniques
checks
Performance degradation, qualification 1979-80 Calcium deposits on Floccing and leaching
powerplant anode
Other
Dynamics (vibration) 1975 Allowable component Support lines added, other fixes implemented to reduce
stress levels exceeded stress levels
Condenser fabrication (burrs) 1982 Lack of quality control Manufacturing procedures revised to include deburring;
in condenser retrofit condensers reworked
aspirator
Thermal control valves 1977 Contamination in piston Improved cleaning methods
relief slot
1982 Thermal expansion, en- Improved manufacturing requirements, groove redesign
trapped fluid for 3-substack fuel cell
Water trap 1979 Corrosion in housing - Material change - Al to Inconel 600
material incompati-
bility
Coolant pump seizure 1980 Coolant fluid expanded Stator can perforated to accept coolant volume change
with increased temper~
ature forcing can
into stator
Dual pressure regulator (venting) 1979 Contamination Quality control improved

The optimization techniques developed in the OTTA and HTTA technology programs led to the selec-
tion of double silverized Kapton multilayer insulation with nylon net spacers, although heat leak
minimization requirements were not as demanding because of planned higher reactant usage rates. Col-
lectively, these improvements resulted in significantly lower cost, camplexity, and weight for the
Shuttle reactant storage system.

A third major improvement in the Shuttle tanks campared to the Apollo tanks is in the electri-

cal protective circuitry.

Each Shuttle hydrogen/oxygen tank set contains an electrical control box

(mounted on avionics cold plates), which contains differential current level detectors, control pres-
sure conditioners (CPC's), remote power controllers (RPC's), control drivers, and the logic required
to control the tank heaters and to provide overload protection in case of heater fault.

The fourth item requiring considerable attention in the development program was GSE.

In an ef-

fort to avoid the difficulties of loading the Apollo tanks, much consideration was given to the GSE

early in the program.

problems were characteristics of the Shuttle program.

As a result, larger lines, better insulation, and the absence of tank loading
At JSC and Beech Aircraft, hydraulic pressuri-

zation techniques were developed to pressurize the tanks after loading, and procedures were developed

at JSC to assure adequate reactant purity at filling.

decreased tank loading times.

These techniques and procedures resulted in

Although the reactant storage system development program was relatively smooth campared to the

fuel cell program, several problems were encountered.
dynamics, thermal-acoustic phenomena, and fabrication techniques.

three categories:

Dynamics (i.e., vibration) problems were of two types.
environment for the system - involved no hardware failures but has been an annoyance from the

beginning of the program to the present time.
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These problems can be loosely separated into

The first - definition of the vibration

Because of the complex configuration of the



interreacting support struts and straps with their multiple degrees of freedom, it has been virtually
impossible to perform an adequate dynamic analysis of the system to determine correct vibration
levels for dynamic testing. This difficulty has caused many changes in the test requirements, and this
issue is still not fully resolved, although the latest tank configuration has been certified for the
required 100 missions. The second dynamics problem was related to the first in that it was partly
due to a Tack of understanding of the vibration environment, but was strictly a components problem.
Many camponents (e.g., tank heaters, capacitance probe, and vac-ion pump) were failing when vibrated
to a level believed to be much more severe than that expected in flight. The support straps failed
because of fatigue, and the electrical signal-conditioning box almost completely disintegrated dur-
ing an early development test. The signal-conditioning box was found to be reaching a resonant fre-
quency on the girth ring on which it was mounted, and vibration isolators were required to solve this
problem. The fill and vent lines cracked in the hydrogen tank, and this failure led to a complete
redesign of these lines in both the hydrogen and oxygen tanks. (The oxygen tank redesign is in work.)
Only the pressure vessel, the outer shell, and the tank's girth ring needed no modification after
vibration tests. Electrical problems occurred with transistors and diodes failing in the CPC. An
embrittlement problem arose in connecting the lead wires to the heater elements; this problem re-
quired a manufacturing process change. Thermal-acoustic oscillations discovered early in the pro-
gram in the hydrogen tank caused pressure change amplitudes of 20 + 10 psi, which not only produced
problems for the pressure control system but also increased tank heat leak by 200 percent. To damp
these oscillations, an orifice was put in the fill line and the line was insulated. Extensive JSC
in-house testing resulted in both the discovery of this problem and the evaluation of the design fix.

Although extensive spark ignition tests had been performed in the Apollo Program to determine
minimum energy levels required for ignition of combustible materials in a high-pressure oxygen envi-
ronment, later discoveries in the 10 years following the Apollo 13 incident modified these results
somewhat. The most significant of these discoveries was that Teflon will ignite in this environment
at energy levels lower than originally expected. Extensive testing was performed on the Shuttie
signal conditioner to determine whether it was capable of delivering localized energies in the vi-
cinity of the capacitance probe (the only tank component containing Teflon) sufficient to produce
ignition. The results were negative and no changes had to be made to the system.

Another Shuttle development problem which constituted a significant challenge concerned the
manufacturing process for the pressure vessel. To camplete a pressure vessel, its two preformed
hemispherical shells are clamped together carefully at many points and, after precision alinement
and measurement checks, the hemispheres are welded together, Because no problem was suspected, the
measurements originally were not rechecked after the welding process was completed. Later, discovery
of pressure-vessel mismatches caused concern for the integrity of the vessel. An additional qualifica-
tion test was run on a pressure vessel with a known severe mismatch, and, following this test, the
vessel was subjected to a burst test which proved that excessive mismatch did not cause burst pres-
sure problems. Tanks currently are being flown with a lower degree of mismatch than that of the
burst-test specimen, but two significant corrective actions have been initiated. The first was a
procedural modification requiring recheck of the vessels for mismatch after welding is complete.

The second corrective action involved the development of an ingenious nondestructive evaluation
(NDE) procedure to X-ray for pressure vessel mismatch on existing tanks, viz, completely fabricated
tanks with an outer vessel. Considerable cost savings were realized using this procedure, since
not all tanks have the mismatch problem.

Table 2 is a summary of major reactant supply system development problems, the time frame in
which they occurred, the determined cause, and the corrective actions taken. This table, as with the
canparable fuel cell table presented earlier, is not intended as a camplete problem 1list but only to
highlight some of the most challenging problems encountered in the program.

Although testing and evaluation is continuing on such issues as certification of empty reactant
storage vessels for launch, fuel cell startup heater design issues, and higher-than-anticipated vibra-
tion levels in flight, a technological plateau was reached in 1981 when both the fuel cell and cryo-
genic systems were declared ready for the first orbital flight test. From this plateau, one could
look back down the steep slope representing the challenges which had been overcome in bringing these
two systems to a state of flight readiness. Many improvements had been made in these systems
since the Apollo Program. A camparison of the most significant characteristics of these Shuttle
systems with those of Apollo is shown in tables 3 and 4. The pause at this plateau was brief,
however, because on April 12, 1981, the launch of STS-1 signaled the beginning of a new era of
developmental flight testing in the early Shuttle flights which held still more surprises.

FLIGHT EXPERIENCES
In the first four development flight tests, several problems were encountered in the fuel cell

and reactant storage systems. Only one of these problems could be considered major, that being the
STS-2 fuel cell failure. This problem was traced to contamination in the water removal system. It
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TABLE 2.- PROBLEMS ENCOUNTERED IN SHUTTLE REACTANT SUPPLY SYSTEM DEVELOPMENT PROGRAM

Problem

Time frame

Cause

Corrective action

Environmental

Inadequate tank/camponent
vibration environment
definition

Component vibration failures

Thermal-acoustic oscillations (Hp)

1974-present

1974-80

1977-78

Camplex configuration;
multiple degrees of
freedom

Inadequate component
vibration environment
definition led to
overly severe test
conditions

Thermal instability

Vibration requirements modified by flight test data

Redesign of some components (e.g., fill/vent lines);
retest of others at reduced vibration Tevels; vi-
bration isolators

Installed orifice in the fill line and improved insulation
on Hp and 07 fill and vent lines

Electrical

Control pressure conditioner
Reactant valve switch
Hp shutoff valve lead wire short

0y shutoff valve short

Signal conditioner cambustion hazard

1980-present

1977

1977

1976

1979

Cold solder joints, un-
potted filters

Excessive voltage drop
across contacts

Wire contact with valve
cover during welding

Sharp bends in wires,
insulation failed,
causing shorting

Potential shorting
in capacitance probe

Component redesign and improved manufacturing techniques

Revised manufacturing procedures

Improved inspection techniques

Wiring and insulation redesign

Performed hazard analysis and additional off-limits testing
to prove adequacy of design and to define design margins

WManufacturing

Heater wire embrittlement (Hp tank)

Pressure vessel mismatch

1982
(5Ts-8)

1980-81

High stresses developed
during high-temper-
ature annealing and
gold braze operations,
causing embrittlement

Welding process for
hemispheres introduced
errors; not rechecked
after welding

Design changes to eliminate heater stress concentration
bends; improved inspection techniques

Improved clamping procedures; began using improved radio-
aphic technique to detect mismatch on existing vessels
those produced before the problem was discovered)

Tnstrumentation

Hp quantity transducer shift

02 quantity transducer shift

Hp quantity gage off-scale high

02 pressure transducer

Control logic failure in Hp T-0
valy>

1982 (STS-4)

198

1982 (STS-3)

1976
1981

Unresolved to date

Suspected shift in
calibration; cause
unresolved to date

Two simultaneous open-
circuit conditions in
EMI filter sections of
signal conditioner

Transducer instability

Ha T-0 valve control
logic defective

Tank depletion can be tracked by quantity camparison with
other tanks and known fuel cell usage

Same as Hp transducer

Revised repair/inspection techniques

Revised acceptance test procedure

Valve replaced, control logic revised

was found that the hydrogen pump was not operating properly because of contaminant blockage of the

pump impeller rim aspirator.

The blockage caused water backflow through the pump rim into the hydro-

gen discharge port and eventually all the way to the power section and flooded several cells. This
problem resulted in yet another redesign of the hydrogen pump and the water removal system. Included
were material changes, the incorporation of filters in the water removal section of the pump, and the
elimination of the hydrogen pump rim aspirator in favor of a passive recirculation system. Also,
ground checkout monitoring of pump current was emphasized.
with this system. A three-substack fuel cell powerplant has also been produced; this unit has recently
completed qualification testing and will be flown for the first time on STS-9. The redesigned hydro-
gen pump was installed on the three-substack powerplant and qualified along with the powerplant

after successful completion of powerplant qualification testing. Other fuel-cell-related flight
problems include reactant flowmeter malfunctions and a shift in thermal control set points. Both

of these are minor by comparison to the hydrogen pump problem, and design or process changes have

remedied both problems.

No further problems have been experienced

The reactant storage system has performed well on all flights through STS-7 with few problems,
The heater wire embrittlement problem, thought to have
been solved earlier, did recur on STS-4, resulting in a powered-down heater mode for entry, but per-

none of which caused a mission compromise.
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TABLE 3.-

COMPARISON OF SALIENT APOLLO AND SHUTTLE

FUEL CELL CHARACTERISTICS

Characteristic Apollo Shuttle?
Net powerplant output, steady state
MINEMRR, KM o X o 1o uils o 6 el oh silsie 0.6-1.4 2-12
AVerage, "k . 2k ale o ol ato e i 0.9 7
Voltage stV clo s ol s o %ioiiel alain i 27 to 31 27.5 to 32.5

Thermal control . . . . . ..
In-flight restart capability .

Restarts allowed . . .

Reactant purity required (by volume)

Powerplant 1ife, hr

Powerplant weight, 1b . . . .

Powerplant specific weight,
TDZKNS o e e

Curren% density at average load,

ALTCERS SRR S

Cost

Development program, million

dofifars® d sl et L o

Production powerplant, million

doilTansS: .o N T e .

DY

Dedicated radiators

o e No
e N/A
Cik 0.99995 G,
0.99995 H,

S ls 400
A 245
S 270
il 90

5 S 61.1
s 1.2

Integrated with vehicle ATCSP
Yes

50 starts with no maintenance
125 starts with maintenance

0.99989 0,
0.99990 Hj

2000 with no maintenance
5000 with maintenance

202
29

230

22.6 (through 0V102)

2.2

aTwo-substack powerplant.

bActive thermal control system (Freon loops).

CApollo costs in 1971 dollars; Shuttle costs in 1982 dollars.

formance remained nominal with no mission impact.

This problem is under investigation, but because

of extensive ground checkout, an extrememly low failure rate, and an adequate amount of redundancy to

cover uncertainties, no flight impact has occurred.

in the flight program (excluding random instrumentation failures):

hydrogen quantity gage.

Only two other camponent failures have occurred
a remote power controller and a
The RPC problem was traced to an electrical problem and resolved, and the

quantity gage signal conditioner was replaced (twice) to preclude recurrence.
trol system works consistently, with no control band drift from flight to flight.
Apollo pressure control system, the Shuttle system is very sophisticated.

The tank pressure con-
Compared to the
It allows predelivery

setting of the pressure control band higher for selected tanks, with all tanks in the "auto" position,

to avoid callup requirements to the crew for manual tank management.

Occasionally, pressure drops

of as much as 100 psi in the oxygen tanks, caused by destratification, have been observed during
vehicle maneuvers, but these cause no concern since the tank operates at a pressure near 900 psia

and the fuel cell minimum pressure requirement is 100 psia.
primarily instrumentation problems, are not mentioned here.

Other minor problems that have occurred,
Review of flight data for the STS-1 to

STS-4 missions revealed tank vibration levels which were higher than expected during ascent. This
revelation necessitated certain modifications to the oxygen tank fill line and resulted in a rede-
sign and certification of the tank for the more stringent dynamic environment.
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TABLE 4.- COMPARISON OF SALIENT APOLLO AND SHUTTLE
REACTANT STORAGE SYSTEM CHARACTERISTICS

Characteristic Apollo Shuttle

Tank capacity (100% quantity),
e buic, sereg s T 29 Hy2 92 Hob
330 0, 781 07
Tank heat leak at dQ/dm min,
BEU/heiG = S < e T 7 Hy 6.7 Hp
26 0p 20 02
Flow rate at d/dm min, 1b/hr . . . 0.07 Hp ‘ 0.07 Hy
0.73 02 0.62 02
TASHlationie St Ll el ol e e Aluminized Mylar Silverized Kapton with nylon net
Vapor-cooled shield . . ... ... 02 (Timited) 02 - not required
Hy (forerunner to Shuttle) Hp - simplified
Structupal SUPPOvE . « N e se b 0 e Campressive Tensile
02: Toad bearing Epoxy~impregnated
Hp: partly load bearing S-glass support straps
ReusabiTatys o ol e ld » s ahs = 50w None 100 missions
Tank operation control . . . . . .. Pressure switches Cryogenic control box
(electronic)
Heater profection’ . « « « « o = & Fuses Differential current level detector
Stainless steel sheath Double stainless steel sheath (07)
(02: static) High-emissivity coating
Tank weight, 1b
s o G O e TG e e © 91 227
T Sl A R 80 215
Cost
Development program, million
dOTTANSE. ille w4l olmer hl oy o & 15.1 14.4
Production tank set (two tanks),
milllon dollars® « o « & ¢ s « s 0.8 1.6

3Apollo baseline: before Apollo 14 - two tank sets (Hp and 07); after Apollo 14 - three tank sets.

bShuttle baseline: two tank sets, but as many as five complete tank sets can be installed below
payload bay liner.

CApollo costs in 1971 dollars; Shuttle costs in 1982 dollars.

CONCLUSION

Looking back on the vast amount of activity occurring from the early days of the technology pro-
grams to the present time, peaks of accomplishment stand out in meeting the challenges faced in
developing the present fuel cell and reactant storage systems. These accomplishments include major
advances in electrochemical technology, significant mechanical and electrical improvements, much prog-
ress in dynamics and thermal engineering, and major breakthroughs in nondestructive testing and
manufacturing techniques. Many of these achievements can be traced directly to the NASA
predevelopment technology programs.

Collectively, the decisions and efforts of a large number of design and development experts,

test engineers, project personnel, and subsystem managers, under the direction of the Orbiter Project
Manager, have successfully guided the development of these two Shuttle systems through many problems.
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This success was the result of a dedicated team effort by all involved, both NASA and contractor per-
sonnel. AT1 should be proud that the challenge has been met and major difficulties overcome to pro-
duce the systems which are flying in the Shuttle Orbiter today.

In summary, no failures have occurred in flight which have compromised either crew safety or mis-
sion success, although the STS-2 fuel cell failure did cause this mission to be shortened to preplanned
minimum mission guidelines; however, more than 90 percent of all high-priority flight tests were accom-
plished (ref. 22). The STS-2 mission incident also demonstrated important "designed-in" operational
capabilities in the presence of a significant subsystem failure. From this standpoint, it can be
concluded that these systems have performed well. Development problems still exist, however, which
are being diligently worked on at the present time (examples are cryogenic tank heater wire embrit-
tlement and fuel cell startup heater failures in ground test). Because of this continuing effort,
future flights should be even safer and better from an operational standpoint. As in any high tech-
nology area, further improvements may be required and problems as yet unforeseen may arise in the
future, and we must remain prepared to face these new challenges.
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ABSTRACT

The Shuttle S-band communications system provides the Shuttle Orbiter with the capability to com-
municate directly with the Earth by way of the Ground Spaceflight Tracking and Data Network (GSTDN)
or by way of the Tracking and Data Relay Satellite System (TDRSS), which relays Orbiter information
signals through a geosynchronous satellite to/from the Earth. S-band frequencies provide the primary
links for direct Earth and TDRSS communications during all launch and entry/landing phases of Shuttle
missions. While on orbit, the Orbiter uses its S-band links when TDRSS K,-band is not available,
when conditions require Orbiter attitudes unfavorable to K,-band communications, or when the payload
bay doors are closed. The Shuttle S-band communications functional requirements, the Orbiter hard-
ware configuration, and the NASA S-band communications network are described. The requirements and
implementation concepts which resulted in new or unique techniques for Shuttle S-band hardware devel-
opment are discussed. These areas include (1) digital voice delta modulation, (2) convolutional
coding/Viterbi decoding, (3) critical modulation index for phase modulation using a Costas Toop
(phase-shift keying) receiver, (4) optimum digital data modulation parameters for continuous-wave fre-
quency modulation, (5) intermodulation effects of subcarrier ranging and time-division multiplexing
data channels, (6) radiofrequency coverage, and (7) despreading techniques under poor signal-to-
noise conditions. The performance of these new and unique communication channels is reviewed, with
analytical and experimental results of performance provided.

INTRODUCTION

The Shuttle functional communication requirements are met through the use of three basic communi-
cation network modes. The NASA Ground Spaceflight Tracking and Data Network (GSTDN) mode provides
for communication links from the Shuttle to the NASA network ground stations. The U.S. Air Force
(USAF) Space Ground Link System (SGLS) mode provides for communication to the Air Force Satellite Con-
trol Facility (AF/SCF) by way of a remote tracking site (RTS). The NASA Tracking and Data Relay Sat-
ellite (TDRS) mode provides for communication links from the Shuttle to a geosynchronous orbiting sat-
ellite for relay to the NASA White Sands Ground Terminal. These S-band 1links represent the primary
communication capability of the Shuttle for all mission phases when the TDRS Kj,-band communication
Tink is not available. A1l Shuttle missions through STS-6 depended solely on the NASA GSTDN and/or
the AF/SCF SGLS S-band communication modes.

Figure 1 illustrates the communication links associated with the Shuttle S-band modes. Each
mode uses a common Orbiter network subsystem, which is also shown functionally in figure 1. Table 1
defines the 1ink capabilities, the modulation techniques employed, and unique design features. The
frequencies for each of the S-band communication modes are given in table 2. The SGLS mode uplink is
actually in the L-band frequency range for compatibility with the AF/SCF RTS transmitters.

To provide the multiple functions such as two duplex voice channels and command data on the up-
links, a time-division multiplexing (TDM) technique is incorporated. Similarly, TDM is used on the
downlinks to allow simultaneous transmission of two duplex voice channels and telemetry data on a sin-
gle carrier signal.

To achieve optimum performance on these digital channels, a phase modulation (PM) system was
developed. In addition, a frequency-modulated (FM) channel is provided for transmission of televi-
sion or other analog/digital data which cannot be handled by the PM links. The PM link used for com-
munications through the Tracking and Data Relay Satellite can operate at two digital data rates. The
low-data-rate mode is provided to ensure adequate 1ink margins if communication channel parameters op-
erate near their worst case tolerances. When operating through the TDRS, the phase modulation index
is optimized at #900, which is referred to as phase-shift keying (PSK).

An important characteristic of the S-band links is the coverage provided by the S-band PM
switched-beam antennas, which are flush mounted at four locations on the Shuttle vehicle. These an-

tennas allow nearly continuous communication when a network element is visible, without requiring
Shuttle attitude constraints.

The Shuttle S-band GSTDN network (fig. 2) consists of 13 NASA ground stations and 2 USAF AF/SCF
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FIGURE 1.- ORBITER OPERATIONAL S-BAND SYSTEM.

remote sites. The TDRS system (TDRSS) is scheduled to be available after STS-6. The TDRSS network
(fig. 2) consists of two satellites and a spare satellite. The TDRSS network will provide signifi-
cantly more coverage than previously available. When the TDRSS is operational, the number of NASA
ground stations will be reduced and only those necessary to cover launch and landing phases will be
retained for Shuttle support.

In the following sections, the S-band communication modes are discussed in detail. The unique
techniques and designs incorporated in the Orbiter S-band network hardware to provide these links are
highlighted. Performance characteristics, including the effects of nonideal hardware parameters for
links that incorporate new or advanced communication concepts, are reviewed.

TRACKING AND DATA RELAY SATELLITE SYSTEM MODE TECHNIQUES

To communicate with the Earth by way of the TDRS, the Shuttle S-band network subsystem design in-
corporated several new and sophisticated techniques. Many of these techniques are necessary to en-
hance the channel performance for adequate circuit margins, whereas some resulted from operational re-
quirements and constraints.

To optimize performance and to provide a secure communications capability, an all-digital 1ink
design emerged. Thus, a method for digitizing voice and multiplexing the voice and data channels was
required. To maintain the data rate as Tow as possible for Tink margin purposes, a delta modulation
process was selected for voice digitizing. This technique allows the minimum number of bits (one) to
be used for each voice sample. In addition, the voice sampling rate was reduced to as low a value as
practical consistent with good quality. Two modes are provided for the TDRSS links. In mode 2, two
duplex voice channels are available, each operating at a 32-kbps sample rate on the forward and re-
turn Tinks. In mode 1, a single duplex voice channel is available. The forward link sample rate is
reduced to 24 kbps, whereas the return link sample rate is maintained at 32 kbps.

Even with the efforts to minimize the required data rates for the forward and return links,
other factors eventually forced incorporation of convolutional coding to achieve the needed perform-
ance. For example, communications through the TDRS must be maintained independent of Shuttle atti-
tude. This requirement dictates use of relatively broad beam, low-gain antennas to maximize the
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TABLE 1.- SHUTTLE S-BAND COMMUNICATIONS LINK CAPABILITIES, MODULATION TECHNIQUES,

AND UNIQUE FEATURES

Frequency Communications Capability Modulation Unique
link technique features
S-band Orbiter-GSTDN Telemetry (Hi-Lo data rates) Phase modula- Linear PM baseband
(Hi-Lo) down Tink Voice (1 or 2 channels) tion (PM) data with ranging
Ranging on 1,7-MHz sub-
Doppler (2-way) carrier
S-band Orbiter-GSTDN Payload data Frequency FM deviation opti-
down Tink Recorded data modulation mized for maximum
Operational (FM) digital data
Payload rates
Television
S-band GSTDN-Orbiter Command PM or phase- Linear PM baseband
(Hi-Lo) uplink Voice (1 or 2 channels) shift keyed data with ranging
Ranging (PSK) on 1.7-MHz sub-
carrier
S-band Orbiter-TDORSS Telemetry (Hi-Lo data rates) PSK Convolutional en-
(Hi-Lo) return Tink Voice (1 or 2 channels) coding rate 1/3,
Doppler (2-way) Viterbi decoding
S-band TDRSS-Orbiter Command PSK/spread Spread spectrum to
(Hi-Lo) forward link Voice (1 or 2 channels) spectrum meet CCIR ragmts,
TDM convolutional
encoded rate 1/3,
Viterbi decoding
S-band Orbiter-AF/SCF Telemetry (Hi-Lo data rates) PM Secure Tinks,
(Hi-Lo) down Tink Voice (1 or 2 channels) telemetry and
Doppler (2-way) voice
S-band Orbiter-AF/SCF P/L data (real-time) FM Secure data links
down Tink Recorded data
Operational
Payload
S-band AF/SCF-Orbiter Command PM Secure command and
(Hi-Lo) up 1ink Voice (1 or 2 channels) voice Tlinks

radiofrequency (rf) coverage. A network of four (quad) antennas flush mounted on the Shuttle fuse-
lage with computer-driven switching Togic is used to accomplish the needed coverage. As a result of
these antenna characteristics, the transmitter power and receiver sensitivity had to be pushed to
state-of-the-art values. A 140-watt power amplifier (traveling-wave tube (TWT)) was developed by
Watkins-Johnson, and a receiver with less than a 3.0-decibel noise figure was developed by TRW. Even
with these state-of-the-art rf components, convolutional encoding was necessary to achieve adequate
1ink performance margins. A nontransparent rate one-third code with constraint length of 7 was
selected. The decoding algorithm used was that developed by A. J. Viterbi (ref. 1); it has been
shown to be optimum in the maximum 1ikelihood sense.

The modulation process was also selected on the basis of optimizing the channel performance;
hence, PSK was chosen. A Costas loop provides for carrier reconstruction and data recovery of both
forward and return Tlink signals.
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TABLE 2.- SHUTTLE S-BAND MODE FREQUENCIES

Communications mode S-band frequencies, MHz
Uplink/forward Tlink Downlink/return 1ink
GSTDN - high frequency 2106.4063 2287.5
GSTDN - low frequency 2041.,9479 221075
AF/SCF - SGLS - high frequency 1831.7870 2287.5
AF/SCF - SGLS - low frequency 1776.7330 221755
TDRSS - high frequency 2106.4063 2287.5
TDRSS - low frequency 2041.9479 2217.5

Because the TDRS satellites continuously radiate the Earth with S-band energy, the forward Tlink
S-band signal power flux density in a 4-kilohertz bandwidth must be maintained below the level consist-
ent with international agreements. To meet this requirement, a pseudorandom code is used to spread
the TDRS-transmitted energy over a significantly larger bandwidth than would normally be required for
the information rates involved. This technique of "spread spectrum" modulation greatly increases the
complexity of the Shuttle S-band TDRS receiver, since a despread version of the information signal
must be developed before the data can be recovered with conventional phase-Tock Toop techniques. The
following paragraphs describe these new and unique techniques resulting from the TDRSS communications
mode requirements.

DIGITAL VOICE/TIME-DIVISION MULTIPLEXING

There are two reasons for including a digital (TDM) link in the Shuttle Program. The first is
that the use of the TDRSS for NASA missions provides a high rf coverage capability but results in rel-
atively weak S-band links. Analog signal designs could not provide adequate margins, but digital
links with channel coding can. The second reason for use of a digital TDM link is to satisfy the re-
quirement for message privacy.

The Shuttle system incorporated a signal design in which one or two digitized speech channels
are time-division multiplexed with commands or telemetry. The composite data stream is convolution-
ally encoded prior to rf transmission. This approach is more efficient than analog since no power is
wasted in unrecoverable intermodulation products and a substantial reduction in rf power is achieved
using error correction coding.

Digitizing of Shuttle voice is accomplished by delta modulation techniques. Figure 3 is a sim-
plified functional diagram of the delta modulation process. Also illustrated are the analog input
and resu?ting digital output signals. In the modulation process, the input analog signal's instanta-
neous value is digitized according to a particular algorithm. Based on the generated data (bit)
stream, the step size processor and feedback dev1ce reproduces the analog input m(t) for comparison
with the actual input signal m(t). If m(t) <m(t), then a binary one output results. If m(t) >
m(t), then a binary zero output results. In the demodulation process, the data (bit) stream is the
input to the step size processor and the feedback portion of the demodulator, which then reproduces
a replica of the original input analog signal. The output is filtered to smooth the samples and re-
move unwanted noise components which may result from the delta modulation processing.

Delta modulation is employed on the Shuttle because it provides approximately the same voice
intel1ligibility as pulse code modulation (PCM), but at one-half the bandy1dth. Delta modulation is
intelligible, with speaker recognition and bit error rates as low as 107" for some adaptive delta mod-
ulation (ADM) techniques. Several ADM algorithms were tested by NASA to select one that would main-
tain high word intelligibility with reasonable voice quality at sampling rates of_ 32 or 24 kbps in
the presence of ver{ high channel errors (i.e., bit error rates approximately 10™ ). The delta modu~
Tation algorithm selected by NASA to satisfy these requirements is a modified version of the "ABATE"

algorithm (ref. 2).

The TDRSS 1ink margins are small, and convolutional encoding is used for efficient operation.
The errors for such a coded channel will exhibit a burst characteristic. The need to maintain voice
communications as Tong as possible in a burst-error environment was a key factor in the selection of
the "Modified ABATE" algorithm. The Modified ABATE algorithm equation is illustrated in figure 4.

The unique feature of the Modified ABATE algorithm is that it was designed fo adaptively follow
the received signal with an extremely high channel error rate (approximately 10~ When an error
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